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Abstract

Code review is a critical step in software development, focusing on systematic source
code inspection. It identifies potential defects and enhances code quality, maintainability,
and knowledge sharing among developers. Despite its benefits, it is time-consuming and
error-prone. Therefore, approaches such as Code Reviewer Recommendation (CRR) have
been proposed to streamline the process. However, when deployed in real-world scenar-
ios, they often fail to account for various complexities, making them impractical or even
harmful. This thesis aims to identify and address challenges at various stages of the code
review process: validity of recommendations, quality of the recommended reviewers, and
the necessity and usefulness of CRR approaches considering emerging alternative automa-
tion. We approach these challenges in three empirical studies presented in three chapters
of this thesis.

First, we empirically explore the validity of the recommended reviewers by measuring
the rate of stale reviewers, i.e., those who no longer contribute to the project. We observe
that stale recommendations account for a considerable portion of the suggestions provided
by CRR approaches, accounting for up to 33.33% of the recommendations with a median
share of 8.30% of all the recommendations. Based on our analysis, we suggest separating the
reviewer contribution recency from the other factors used by the CRR objective function.
The proposed filter reduces the staleness of recommendations, i.e., the Staleness Reduction
Ratio (SRR) improves between 21.44%-92.39%.

While the first study assesses the validity of the recommendations, it does not measure
their quality or potential unintended impacts. Therefore, we next probe the potential
unintended consequences of assigning recommended reviewers. To this end, we study the
impact of assigning recommended reviewers without considering the safety of the submitted
changeset. We observe existing approaches tend to improve one or two quantities of interest
while degrading others. We devise an enhanced approach, Risk Aware Recommender
(RAR), which increases the project safety by predicting changeset bug proneness.

Given the evolving landscape of automation in code review, our final study exam-
ines whether human reviewers and, hence, recommendation tools are still beneficial to
the review process. To this end, we focus on the behaviour of Review Comment Gen-
erators (RCGs), models trained to automate code review tasks, as a potential way to
replace humans in the code review process. Our quantitative and qualitative study of the
ACR-generated interrogative comments shows that ACR-generated and human-submitted
comments differ in mood, i.e., whether the comment is declarative or interrogative. Our
qualitative analysis of sampled comments demonstrates that ACR-generated interrogative
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comments suffer from limitations in the ACR capacity to communicate. Our observations
show that neither task-specific ACRs nor LLM-based ones can fully replace humans in
asking questions. Therefore, practitioners can still benefit from using code review tools.

In conclusion, our findings highlight the need for further support of human participants
in the code review process. Thus, we advocate for the improvement of code review tools
and approaches, particularly code review recommendation approaches. Furthermore, tool
builders can use our observations and proposed methods to address two critical aspects of
existing CRR approaches.



Related Publications

Earlier versions of the work in this thesis have been published as follows:

e Characterizing the Prevalence, Distribution, and Duration of Stale Re-
viewer Recommendations (Chapter 4). Farshad Kazemi, Maxime Lamothe, Shane
MeclIntosh. IEEE Transactions on Software Engineering (T'SE), In Print, 14 pages.

e Exploring the Notion of Risk in Code Reviewer Recommendation (Chapter
5). Farshad Kazemi, Maxime Lamothe, Shane McIntosh. In Proceedings of the
International Conference on Software Maintenance and Evolution (ICSME 2022),
pp. 139-150.

e Interrogative Comments Posed by Automatic Code Reviewers (Chapter
6). Farshad Kazemi, Maxime Lamothe, Shane McIntosh. IEEE Transactions on
Software Engineering (TSE), Under Submission, 13 pages.

The following publication, while not directly related to the material in this thesis, was
produced concurrently with the research conducted for this thesis.

e Reevaluating the Defect Proneness of Atoms of Confusion in Java Systems
Guoshuai Shi, Farshad Kazemi, Michael W. Godfrey, Shane McIntosh. To appear in
the Proceedings of the International Symposium on Empirical Software Engineering
and Measurement (ESEM 2024), 12 pages.

vi



Acknowledgements

It has been four years since I began my PhD journey at the University of Waterloo,
and looking back, I am filled with gratitude, happiness, and joy for the amazing people
who have been part of it or crossed paths with me along the way.

First and foremost, my deepest thanks go to my supervisor, Dr. Shane McIntosh. Your
constant guidance, support, and belief in me have meant the world. I have learned so
much under your supervision, and I truly appreciate everything you have done to help me
succeed on this journey.

Then, I would like to thank Dr. Maxime Lamothe, who was like a co-supervisor to me;
I cannot thank you enough for your insights and collaboration. Even though we were not
always in the same place, you were incredibly generous with your time, and your support
was invaluable throughout my PhD. Working with you has been an incredible learning
experience, and getting to know you as an amazing person has been a bonus.

A special thank you to Albert Shi for trusting me in your academic journey as we co-
authored a paper together. It has been a privilege working alongside you. Collaborating
with Dr. Mike Godfrey, who also graciously joined my committee, was equally priceless.
Mike, your insightful advice and our conversations have guided me through the complexities
of this journey, and I am truly grateful for your support.

I also want to extend my heartfelt thanks to my committee members: Dr. Christian
Bird, who kindly accepted my invitation to join the committee and visited us at the
University of Waterloo, and Dr. Meiyappan Nagappan and Dr. Weiyi Shang, who took
the time to review this thesis and provide invaluable feedback. Your support has been
instrumental in shaping this work.

Next, I want to thank all the members of the Software Repository Excavation and Build
Engineering Labs (REBELSs) and the University of Waterloo Software Engineering (SWAG)
Lab, with whom I have shared many conversations over the past years. Some names
that come to mind are Akinbowale Akin-Taylor, Anubhav Gupta, Faizan Khan, Gareema
Ranjan, Gengyi Sun, Keheliya Gallaba, Mahtab Nejati, Dr. Mahmoud Alfadel, Mehran
Meidani, Mingyang Yin, Nimmi Rashinika Weeraddana, Raymond Chang, Dr. Rungroj
Maipradit, Shaquille Pearson, Xiaoyan Xu, Xueyao (Eve) Yu, Yaxin Cheng, Yelizaveta
Brus, Zhenyang Xu, Zhili Zeng. I hope you will forgive me if I have missed anyone’s
name—this journey has been long, and I have been fortunate to meet so many wonderful
people along the way. Working with all of you has made this journey both enjoyable and
fulfilling.

vii



I extend my heartfelt gratitude to Dr. Mahmoud Alfadel for all the help and guidance
he provided throughout my journey as our postdoc. While I was not lucky enough to work
with him during my journey, I still benefited from his advice and experience.

I would also like to give a shoutout to my office roommates during my PhD: Partha
Chakraborty, Noble Saji Mathews, and Aniruddhan Murali, with a special mention to
Yiwen Dong from the room next to us. No one could ask for better roommates—I guess
there is a reason our room was famous for the sound of laughter that constantly echoed
from it.

My deepest thanks go to my parents and older brother. Your unwavering support and
encouragement have been my foundation. I could not have done this without you.

And finally, to my wife—words cannot express how grateful I am to have you by my
side. You have been my rock through the ups and downs, cheering me on through rejections
and celebrating the successes. I am truly blessed to have you in my life.

Thank you all for being part of this journey.

Viil



Dedication

This is dedicated to my soon-to-be-born son, who has already brought immense joy into
my life; to the love of my life, whose unwavering trust and support have been my strength;
to my parents, whose encouragement made this thesis possible; and to my older brother,
who has been my guide and mentor since childhood.

X



Table of Contents

Examining Committee ii
Author’s Declaration iii
Abstract iv
Related Publications vi
Acknowledgements vii
Dedication ix
List of Figures xXVvi
List of Tables Xix
List of Abbreviations xxi

1 Introduction
1.1 Problem Statement . . . . . . . . ...
1.2 Thesis Overview . . . . . . . . . o,

1.2.1 Limitations of Code Reviewer Recommendation Systems . . . . . .

(G GGV VN

1.2.2 Relevance of Code Reviewer Recommendation Systems . . . . . ..



3

1.3 Thesis Contributions . . . . . . . ..

1.4 Thesis Organization . . . . . .. ...

Preliminaries

Background and Definitions
2.1 Code Review Terms . . . . . ... ..

2.1.1
2.1.2

Code Changeset . . . . . . ..
Pull Request . . . . ... ..

2.2 Modern Code Review Process . . . .

2.2.1

Overview of Modern Code Review . . . . . . . . . . .. .. ... ..

2.3 Code Review Suggestion tools . . . .

2.3.1
2.3.2

2.3.3

Code Reviewer Recommendation Systems . . . .. ... ... ...

Overview of the Role of Code

Reviewer Recommendation Systems

in the Modern Code Review Process . . . . . . . . . . . ... ...

Evaluation Measures of Code Reviewer Recommendation Systems .

2.4  Automatic Code Review Process. . .

24.1
24.2
2.4.3
244

Code Quality Estimation . . .
Code Revision (Before Review)

Review Comment Generation

Code Revision (After Review)

2.5 Chapter Summary . .. .. .. ...

Related Work

3.1 Reviewer Recommendation . . . . . .

3.2 Developer Turnover . . . . . ... ..
3.3 Defect Prediction . . . . . ... ...
3.4 Automatic Code Review . . . . . ..

3.5 Review Comment Generators . . . .

3.6 Chapter Summary . .. .. .. ...

X1

o © o ©

10
10
13
13

13

14
15
15
15
15
16



II Limitations of Code Reviewer Recommendation System 25

4 Studying the Staleness of Code Reviewer Recommendation Systems 26
4.1 Introduction . . . . . . . .. L 26
4.2 Study Design . . . . . .. 29

4.2.1 Dataset Preparation . . . . . . ... ... ... ... 30
4.2.2  Mining Contributors Lifecycle . . . . . . . ... ... .. ... ... 30
423 Key Terms. . . . . . .. . 31
4.2.4  Generating Reviewer Recommendations . . . . . . . .. .. ... .. 32
4.2.5 Data Processing . . . . . . . ... L 34
4.3 Preliminary Study . . . . . .. .. 34
4.3.1 Approach . . . . .. ... 35
432 Results. . . . .. . 35
4.4 RQI1: The Prevalence of Stale Reviewers in Code Reviewer Recommendations 38
4.4.1 Approach . . . . .. 38
442 Results. . . . .. . 39
4.5 RQ2: The Distribution of Stale Recommendations Across Reviewers . . . . 42
4.5.1 Approach . . . . .. 43
4.5.2 Results. . . . . .. 43
4.6 RQ3: The Lingering effect of stale reviewer recommendations . . . . . . . . 44
4.6.1 Approach . . . . .. .. ... 44
4.6.2 Results. . . . .. .. 45
4.7 Mitigation Plan . . . . . .. .. oo 48
4.7.1 Approach . . . . .. 48
4.72 Results. . . . .. . 49
4.8 Threats to Validity . . . . . . . .. . 50
4.9 Conclusions and Lessons Learned . . . . . . . .. ... ... ... ..... o1
4.10 Chapter Summary . . . . . . . . . . . . 53

xii



5 Exploring the Notion of Risk in Code Reviewer Recommendation 54

5.1
5.2
2.3

0.4
2.5

2.6
5.7
2.8
2.9

Introduction . . . . . ... 54
Studied Datasets . . . . . . . . ... 57
Study Design . . . . . .. . 58
5.3.1 Identifying and Predicting Fix-Inducing Pull Requests . . . . . . . o8
5.3.2 Ranking Potential Reviewers of a Pull Request . . . . . . ... ... 61
5.3.3 Recommendation Component . . . . . ... ... ... .. ..... 64
Evaluation Setup . . . . . . . . ... 64
Experimental Results . . . . . . . .. . .. ... 66

5.5.1 RQ1l: How do existing code reviewer recommenders perform with

5.5.2 RQ2: How can the risk of fix-inducing code changes be effectively

balanced with other quantities of interest? . . . . .. . .. .. ... 71
5.5.3  RQ3: How can we identify an effective fix-inducing likelihood thresh-

old (Pp) interval for a given project? . . . . . ... ... ... ... 72
Practical Implications . . . . . . . . . . . ... 75
Threats to Validity . . . . . . . .. .. 7
Conclusions . . . . . . . . . e 78
Chapter Summary . . . . . . . . . .. 79

III Relevance of Code Reviewer Recommendation Systems 80

6 Studying the Interrogative Comments Posed by Review Comment Gen-

erators 81
6.1 Introduction . . . . . . . . ... 81
6.2 Dataset Preparation . . . . . . . . ... oL 83
6.2.1 Data Collection . . . . . . . . . ... ... 83
6.2.2 Data Cleaning . . . . . . . . . . . .. 85
6.2.3 Code Review Comment Generation . . . . ... .. ... ... ... 86

xlil



6.2.4 Discussion Thread Response Generation . . .. ... ... .. ... 88

6.3 Quantitative Analyses . . . . . . ..o 88
6.3.1 Approach . . . . .. ... 88
6.3.2 Results. . . . . . . . 90

6.4 Qualitative Analyses . . . . . . . ... 97
6.4.1 Approach . . . . . . ... 97
6.42 Results. . . . . . . . 101

6.5 Automatic Code Review Proposed Task: Discussion Thread Response Gen-
eration . . . . .. L 104

6.6 Threats to Validity . . . . . . . .. .. 106

6.7 Conclusions and Lessons Learned . . . . . . . ... ... ... ... ..., 107

6.8 Chapter Summary . . . . . . . . ... 108

IV  Final Remarks 109
7 Conclusion and Future Work 110

7.1 Contributions and Findings . . . . . . ... .. .. ... ... .. ..., 111

7.2 Prospects for Future Research . . . . . . . ... ... ... ... ..... 112
7.2.1 Assessing the Validity of Our Findings in Different Software Devel-

opment Settings . . . . . . . ..o 112
7.2.2  Comprehensive Code Reviewer Recommendation improvement Toolkit

Development . . . . . . . .. L 113
7.2.3 Assessing the Impact of Employing Improved Predictors for Stale

Reviewers . . . . . . . . 113
7.2.4  Surveying the Usefulness of Mitigation Strategies . . . . . .. . .. 113
7.2.5 Development of Task-Specific or Large Language Model-based Mod-

els to Follow Up on Discussion Threads . . . . . .. ... ... ... 113
7.2.6  Assessing the similarity of Human-submitted and Machine-generated

Comments . . . . . . . . . . e 114
7.2.7 Developing an Automatic Code Reviewer Selection Model . . . . . 114

X1v



References 115

V  Supporting Materials and Appendices 136
APPENDICES 137

A Experiment details and Supporting Materials for “Studying the Staleness
of Code Reviewer Recommendation Systems” 138

B Experiment details and Supporting Materials for “Exploring the notion
of risk in Code Reviewer Recommendation Systems” 154

XV



List of Figures

1.1

2.1

2.2

4.1
4.2
4.3

4.4

4.5

4.6

4.7

4.8

Scope and overview of this thesis . . . . .. ... ... ... .. ...... 3

The overview of the Modern Code Review (MCR) process (in black) and
the role of Code Reviewer Recommendation (CRR) tools (in blue) in this
PTOCESS. . « © v v i i e e e e e e 11

The breakdown of the automatic code review process tasks demonstrated in

the expected order in an ideal flow. . . . . . . . ... ... ... ... ... 14
The simplified overall architecture of study data analysis. . . . . . . .. .. 29
Quarterly review rates of Rust, Roslyn and Kubernetes projects. . . . . . . 35

Share of stale recommendations over time for studied projects. Rows indi-
cate variations for reviewer set sizes ranging from 1to 3. . . . ... .. .. 36

Prevalence of potentially impacted changesets by stale recommendations for
cHRev (left), Sofia (middle), and WLRRec (right) for each period (percentage). 37

The proportions of stale to all recommendations (y-axis). The period num-
bers are normalized, with zero representing the oldest period. . . . . . .. 39

Developer expertise turnover rate for the studied periods over time. We
consider the first studied period to be zero in all projects. . . . . . . . . .. 40

The share of top-3 reviewers’ recommendations of all stale recommendations
for cHRev (leftmost bar), Sofia (middle bar), and WLRRec (right bar) for

studied quarterly periods with reviewer set length of one. . . . . . . . .. 42

Change of top-N reviewers’ share in stale recommendations with value of N
when Sofia is applied to Roslyn (reviewer set lengths 1-3). . . . ... . .. 43

Xvi



4.9

4.10

5.1

2.2

2.3

0.4
2.5
5.6

6.1
6.2

Al

A2

A3

A4

A5

The distribution of the duration of stale recommendations (in days) over
quarterly periods for the studied projects. Only the first nine periods are

The distribution of lingering duration for the top-3 reviewers over quarterly
periods. . .. ..

The simplified overall architecture of the project selection filters and the
defect prediction process. . . . . . . . ...

Relation analysis of Changeset Safety Ratio (CSR) and Files at Risk of
turnover (FaR). . . . . . . .

The effect of Pp on the performance of CSR for each evaluation metric, on
different projects over different quarters. . . . . .. ... ... L.

Distributions of predicted defect probabilities. . . . . . . . .. .. ... ..
Conover Test results. . . . . . . . . . . .. .

The distribution of performance improvement for CSR for different project
over time. . . . . . .. e e e e e

The overview of the data preparation procedure. . . . . . . . . . ... ...

similarity scores (median) of responses of Large Language Model (LLM)-
based Review Comment Generators (RCGs) to comment threads. . . . . .

The proportions of stale to all recommendations (y-axis). The period num-
bers are normalized, with zero representing the oldest period. . . . . . . . .

Percentage of changesets impacted by stale recommendations. Each set of
bars shows results for cHRev (left) [183], Sofia [109](middle), and WLRRec
[2](right) in each period. . . . . . ... o L

The top-3 most frequently stale recommendations and their share of all
suggested leavers for cHRev (leftmost bar), Sofia (middle bar), and WLRRec
(right bar) for various periods under different conditions . . . ... .. ..

Share of top-N significant leavers for different review set sizes (K) for differ-
ent projects and approaches. The increase of Share, considering more top-N
project leavers, increased the logarithmic trend. . . . . . . . . .. ... ..

The distribution of lingering time for the top-3 reviewers over quarterly
periods. . ... L

45

45

60

69

69
73
73

75

84

105

143

146

147

148



A6

AT

A8

A9

B.1

Number of releases per period for per period and per project. The green
shades show the studied period (more than 80% review rate), and the red
shades show the sudden drops in top-3 reviewers’ share in stale recommen-
dations. . . . . ..

The percentage of existing files being modified per period per project. The
orange dashed line is the Linear extrapolation in each graph, showing the
trend. The periods are normalized, and only studied periods are shown. . .

Rate of new developers joining each project per period. The red and black
dashed lines indicate the median and average numbers over these periods,
respectively. The green shades show the studied period (more than 80%
review rate), and the red shades show the sudden drops in top-3 reviewers’
share in stale recommendations. . . . . . . . . ... ... ... ...,

Contributions of developers who left each project per period. The green
shades show the studied period (more than 80% review rate), and the red
shades show the sudden drops in top-3 reviewers’ share in stale recommen-
dations. . . . . ..

The distribution of predicted defect probability of different projects. . . . .

XVviil

151



List of Tables

4.1
4.2

5.1

5.2

2.3

5.4

2.5

6.1
6.2

6.3

6.4

The details of the dataset used. . . . . . . . . . . . . . ... .. ... ..

Measured Recommender Adaptability Score (RAS) values for each setting. A
higher Recommender Adaptability Score (RAS) indicates better adaptability
to developer turnover. . . . . . . . . ...

The detail of dataset used to evaluate the proposed method (based on the
prior work of Mirsaeed et al. [109]). . . . . . ... ... ... L.

The risk measures produced by Commit Guru which is used in this chapter
to predict fix-inducing Pull Requests (PRs) (from Kamei et al. study [68]).

Recommender performance vs. reality. Up and down arrows indicate im-
provement and degradation, respectively. . . . . . .. ... ...

The x? and p-value results (two degrees of freedom) of the Friedman test
applied to the RQ3 values. . . . . . . . . . . . .. ... ... ... ...

Effect size and magnitude for Kendall’'s W (RQ3). . . . . .. ... ... ..

Rate of generated interrogative comments for studied RCGs. . . . . . . ..

Odds ratios and Fisher’s exact test p-values for RCGs are shown. A cor-
rected p-value below 0.0018 (*) indicates significance. Ratios > 1 or < 1
imply positive or negative associations, respectively, with significant ones in

Entropy of the density of interrogative comments for all and discussion-
inducing code changes. . . . . . . . ... oL

Code review comment types (Ochodek et al. [117]), with the inclusion of
new types identified in our analysis (in gray). . . .. ... ... ... ...

Xix

39

57

o8

67

76
76

93

94



6.5
6.6
6.7

Al

A3

A2

Code review comment intentions (Ebert et al. [35]) . . . . ... ... ...
Distribution of generated comment types for interrogative comments.

Distribution of question intentions for generated interrogative comments.

Precision, Recall, and F-Score for the applied time-based filter as a mitiga-
tion plan for different approaches on different settings. . . . . . . ... ..

Reduction of Staleness Reduction Ratio (SRR) in all the recommendations
when time-based filter is applied for different Settings. . . . .. ... ...

The Developers’ Work Load Ratio (DWLR) for top-3 reviewers of each Ap-
proach. This indicate that by limiting the Proptibutioncap the top-3 reviewers
are recommended more often. . . . . .. .. ..o

XX

100



List of Abbreviations

ACR Automatic Code Review 2, 3, 5, 6, 14, 15, 17, 21, 79, 83, 108, 110, 111, 113
API Application Programming Interface 24, 98, 104

AST Abstract Syntax Tree 20

CRR Code Reviewer Recommendation xvi, 1-7, 9, 11, 13, 14, 17-20, 24, 2629, 32-42,
44-54, 78, 79, 81, 108, 110-114

CSR Changeset Safety Ratio xvii, 55-57, 61, 65-72, 74-79

DF Data Filter 85

DWLR Developers” Work Load Ratio 49
FaR Files at Risk of turnover xvii, 56, 65, 67-72, 76, 78
JIT Just-In-Time 19-21

LLM Large Language Model xvii, 5, 6, 14, 23, 81-83, 85-92, 96, 97, 100-108, 112, 113

LTC Long Term Contributors 33

MCR Modern Code Review xvi, 10, 11, 13

MR Merge Request 9, 12, 82, 84, 85, 88, 89, 96

PR Pull Request xix, 9, 12-14, 17-19, 21, 31, 35, 46, 49, 54, 56-59, 61-66, 68-72, 7478,
112

poel



PRE Present Reviewers Expertise 49, 50

RAS Recommender Adaptability Score xix, 28, 39, 41
RCG Review Comment Generator xvii, xix, 3, 5-7, 21-24, 81-83, 85-108, 112, 114
RQ Research Question 27, 28, 87

SRR Staleness Reduction Ratio xx, 48, 49, 143

SVM Support Vector Machine 17

VCS Version Control System 12, 13, 17, 18, 110

xxil



Chapter 1

Introduction

Code review is a well-accepted practice and a crucial part of software quality assurance [0,
], even though it is time-consuming and expensive [77]. Unfortunately, it is usually
the reviewers who are pressured into delivering quick reviews to keep up with business
needs [13]. To address this demand, approaches have been proposed to automate parts of
this process [113, , 183]. These approaches aim to streamline the review workflow [22],
reduce the time required for each review [90] and maintain high software quality [3].

Despite all the efforts to automate the review process, a human touch is still necessary
to ensure the reliability of reviews [160]. While automation can handle routine checks, the
complexity of code changes often requires human judgment since the review performance
of these models is still sub-optimal [99]. This blend of automated assistance and human
oversight helps to maintain a balance between speed and thoroughness in code reviews |

, 168].

Automation is a pillar of the review process that aims to minimize the submit-to-review

Y

time and efforts of reviewers by reducing the reviewer responsibility [22, ]. Nowadays,
automation can recommend who should review the changeset [183], suggest where code
changes may need to be revised [90] , and generate review comments [(1], thereby allowing

reviewers to focus on other issues. This targeted assistance can lead to more efficient and
effective code reviews [22].

An effective code review automation approach, such as Code Reviewer Recommen-
dation (CRR) or review comment generation, should consider aspects of the changeset
under review and recommend accordingly [09]. Recommending inappropriate reviewers or
generating irrelevant comments could potentially slow down the review process, leading



to practitioners abandoning the recommendation tools in the long run [185]. Hence, it is
crucial for these tools to accurately understand and address the context of the changes [30].

1.1 Problem Statement

While code review automation can boost the code review process, inadvertently, it im-
poses additional challenges on software development. We define challenges as the issues
and problems encountered when interacting with automated review suggestion tools, which
have been overlooked or ignored to either simplify the problem or avoid adding complexity
during development. We describe these challenges as practical because they are not typi-
cally considered in standard evaluations of review suggestions, yet they exist in real-world
scenarios and may undermine the effectiveness of these tools:

Thesis Statement

Practical challenges in code review processes diminish the usefulness of code review
automation. A multi-faceted approach to address issues like reviewer staleness and the
bug-proneness of changesets will improve the interplay between human and automation,
thereby enhancing automation outcomes.

In this statement, the enhancements refer to improvements in both the quality aspects
of code review, such as more effective detection of bugs and code smells and a faster
review process, as well as the collaborative aspects, including more constructive discussion
threads with reduced toxicity. Indeed, the extent to which different code review automation
approaches impact projects varies, i.e., some automation approaches are more sensitive to
these challenges. Therefore, in this thesis, we aim to empirically study the influence of some
of these challenges on existing CRR systems as one type of automation approach and their
relevance considering the current state of Automatic Code Review (ACR) process. Our
goal is to enable practitioners to make more data-grounded choices when they decide to use
these automation approaches and help them adjust these tools to minimize the unintended
negative impact depending on the attributes of their projects while giving researchers and
tool developers directions to focus their efforts.



1.2 Thesis Overview

We now provide the scope of this thesis. Figure 1.1 highlights the overview of this thesis.
First, we start by providing the necessary background information:

Research Theme Studying Practical Challenges of Automated Code Review Suggestions
Limitations of Code Recommending inappropriate reviewers | Recommending reviewers that harm the Relevance of human reviewers and
Review Suggestion Tools who are stale safety of projects inadvertently suggestion systems in the review process
N7 Vv Vv
Chapter 3 Chapter 4
Research How resilient are code reviewer How do ex code reviewer Can automated code review approaches

Questions recommendation systems to the stale S g {1131011 human reviewers in gene
reviewers? interrogative code review comi

guide to the imp guide to the imr
of CRR ap ches - of CRR
on project safety a ° on proj

Outcomes to follow-up on

comment ; . .
review discussions

generation in RCGs

Figure 1.1: Scope and overview of this thesis

Chapter 2: Background and Definitions
In this section, we provide the reader with some background information.

Chapter 3: Related Work
We review the prior studies related to code review automation approaches,
especially the existing research on CRRs systems, ACR, and Review Com-
ment Generator (RCG)s to position this thesis with respect to prior research.

Then, we focus on the main body of the thesis. Our attention centers around three
potential limitations of code review automation approaches (blue boxes). For each of these
challenges, we seek to answer research questions (green boxes) that lead to promising
prospective outcomes (red boxes). We format our studies in the chapters described below.

1.2.1 Limitations of Code Reviewer Recommendation Systems

Researchers and tool builders often simplify the complex scenarios of the real world to find
a minimum viable solution. While these assumptions are necessary in early steps, when



automation tools are developed based on these assumptions, their misalignment could
hinder the usefulness of these systems and render them ineffective [32, 80, ].

These assumptions can happen in various stages of the process, ranging from as early
as considering the available options to long after the process is finished when practitioners
face the negative unintended impact of accepting these suggestions of these automation
approaches. While most research on CRR systems are focused on positive aspects of these
approaches [9, 22, |, recent empirical studies brought up some of these misalignments
act as the barrier for developer adaption [0, ]. Therefore, it is crucial to identify and
mitigate these challenges in automation systems.

In this thesis, we empirically study the extent of two of such challenges in CRR systems
as an examplar of the code review automation approach:

Chapter 4: Recommending inappropriate reviewers who are stale

Recommending reviewers who are no longer contributing to the project, i.e.
stale reviewers, can defeat the purpose of using CRR systems and increase the
review process. Moreover, frequent occurrences and suggesting those who are
long gone could even erode the developers’ trust in the recommendation tool,
rendering them useless [185]. In this chapter, we visit the possible impact of
such recommendations and, using an empirical study, their potential severity
on the review process by simulating the review process of three projects with
more than 5.8K contributors.

Chapter 5: Recommending reviewers that harm project’s safety inadvertently

In this thesis, we refer to safety from the perspective of the users of soft-
ware. Thus, safety is threatened by the presence of defects and is improved
by preventing defects. Proposed code changesets vary drastically concerning
attributes such as complexity and bug-proneness [59]. Recommending appro-
priate reviewers to review code changes without considering this variation can
adversely affect the project in different aspects. For instance, previous stud-
ies have shown that constantly recommending experts could worsen the bus
factor [131] by preventing concentrating the knowledge distribution among
these reviewers [108]. In this chapter, we explore how CRR systems can harm
project safety by empirically studying the performance of seven CRR systems
concerning bug-proneness of the studied projects if they accept CRRs from
these systems.



1.2.2 Relevance of Code Reviewer Recommendation Systems

While CRRs aim to help reviewers boost the review process, a recent field of research has
emerged to automate the review process [162]. Indeed, achieving a fully automated code
review process could render the recommendations useless if these models can fully replace
the human reviewers [160].

Researchers proposed that ACR process is comprised of four major tasks which should
be performed to achieve full autonomy in code review: (1) code quality estimation [90],
which would indicate which parts of the code need to be revised, (2) revising the code before
review [94, 154]; or (3) after review with review comments [21, , , , 178], to align
it with the code with the expected quality, and (4) code comment generation [39, 90, 162]
which generates comments given the code change.

In this part of this thesis, we focus our effort on investigating whether CRR systems
are still applicable, considering the state-of-the-art RCGs, which could be a crucial part of
the transitioning to ACR process:

Chapter 6: Relevance of human reviewers and suggestion systems in the review process
More often than not, interrogative code review comments lead to review dis-
cussion threads, which not only act as the documentation for the related
information to the change [7] but can also change the direction of a project
or define future tasks [169, |. Furthermore, the proposed set of ACR ap-
proaches does not include the interaction of RCGs with code change authors
while they generate interrogative comments. This behaviour potentially sti-
fles such favourable conversations during code review. Thus, in this chapter,
we investigate the interrogative comments generated by six RCGs; three of
them were trained to generate code comments given a change (task-specific
models), and the other three are Large Language Model (LLM)-based models
prompted to review the code (LLM-based). We explore these review com-
ments concerning their comment mood, i.e. whether they are interrogative
or declarative. We mine 172,919 comment instances along with their corre-
sponding code changes from Gerrit project! and generated ~1.2M comment
instances using these RCGs. We study these comments quantitatively and
qualitatively to determine whether RCGs pose questions similar to those
asked by humans and to understand the nature of these questions. Further-
more, leveraging the capabilities of LLMs, we propose a new task for ACR:
determining whether a code review comment has been resolved and following

1https://gerrit—review.googlesource.com
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up if it has not. This task closes the loop of ACR process and helps improve
the current flow of existing tools.

1.3 Thesis Contributions

This thesis demonstrates that:

1.

Although the recency of contribution can diminish the risk of recommending stale
reviewers, the multi-faceted behaviour of CRR systems can overshadow their impact
if it is not separately considered (Chapter 4).

CRR systems may risk project safety by recommending less experienced reviewers
due to their multi-faceted behaviour. While this tactic can benefit projects when
code changes are not risky, when dealing with bug-prone changesets, it would reduce
the project safety (Chapter 5).

. While there is no silver bullet to resolve these practical challenges, enabling practi-

tioners to adjust the provided CRRs with adaptable and yet simple configurations
can help practitioners adopt these tools. Therefore, our mitigation strategies include
a setting to adjust depending on the project state, as well as guidance on the potential
side-effects of changing these configurations (Chapter 4 and Chapter 5).

Our proposed techniques for mitigating the issue with stale reviewers and project
safety can combine with existing CRR systems to improve the staleness (Chapter 4)
and safety (Chapter 5) of their recommendations.

. Neither task-specific nor LLM-based RCGs can replace human reviewers in asking

questions at the current stage of development (Chapter 6).

RCGs differ from humans when reviewing a code change, especially when the code
change is discussion-inducing. This difference is in terms of both the quantity and
quality of the questions. For instance, while human reviewers use interrogative ques-
tions to suggest a solution when pointing out a problem, the RCGs do it noticeably
less frequently in the sample dataset. Instead, they asked more often than humans
about the purpose of the code change (Chapter 6).

While LLMs’ performance on discussion thread resolution shows promising results
when they are required to follow up on the thread and respond or answer to the
author, they show poor performance on most of the comment types (Chapter 6).
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1.4 Thesis Organization

The remainder of this thesis is organized as follows. First, in Chapter 2, we will cover the
necessary definition and lay out the ground for the body of this thesis by defining the key
terms. Then, Chapter 3 presents the related research and positions this thesis relative to
them. Chapter 4 is the first part of the main body of this thesis, where we explore the
staleness of the CRRs systems and how to improve it. We then explore another practical
challenge in Chapter 5 by reviewing the negative impact of the reviewer recommendation
on the project safety. Then, we investigate the relevance of using code review suggestion
tools by exploring the comment moods generated by the state-of-the-art RCGs in Chapter
6. Finally, we conclude in Chapter 7 and outline potential future research directions.



Part 1

Preliminaries



Chapter 2

Background and Definitions

In this chapter, we first provide an overview of the code review process in its modern form.
Then, we describe the position of CRRs systems as one form of code review suggestion
tools that we focus on in this thesis.

2.1 Code Review Terms

To lay the ground for the rest of this thesis, we define key terms related to the code review
process in this section.

2.1.1 Code Changeset

Nowadays, one part of the software development process is to develop new features and
fix bugs by modifying project files to meet business demands [133, 158]. We define a code
changeset, a.k.a code change, as a set of project files, such as media and code, changed to
fulfil an objective like a new feature or a bug fix.

2.1.2 Pull Request

Once a code changeset is completed to serve its purpose (such as fixing a bug), one of the
change contributors, known as the submitter, sends a request for the change to be merged
into the target branch [186]. This request is called a Pull Request (PR) or Merge Request
(MR) and should be approved by maintainers with the merge privilege, a.k.a. merger [130].
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2.2 Modern Code Review Process

The Code Review process has been an integral part of the software development life cycle
for a long time [10]. The main goal of this process is to ensure the quality of the proposed
changesets before they are merged. Despite existing for a long time, the code review
process has gone through considerable changes, transforming from a formal code inspection
practice [10] to a light-weight tool-based process that is informal [6, 7]. The latter form
of code review process is called Modern Code Review (MCR), which we refer to when
discussing code review in this thesis. Normally, the submitter of the code changeset asks
other contributors to check the health of the change before merging it when the proposed
code changeset is submitted. The review process is mainly to assure the mergers that the
code changeset is safe concerning aspects such as quality and following the code styles

by acquiring confirmation from other contributors [51]. This practice of reviewing code
changes, which is asynchronous and happens in an informal setting via tools such as Gerrit®,
GitHub?, and Phabricator?®, is known as Code Review [7, |. In short, these tools enable

contributors to submit their proposed changes to be reviewed by the project maintainers
and, once approved, become a part of the repository. The developers who check the health
and safety of a changeset are referred to as code reviewers and usually could be authors
and submitters of other code changes in the same project [12].

2.2.1 Overview of Modern Code Review

Figure 2.1 provides an overview of MCR in the available platforms. Below, we describe
each step of this process:

1https ://www.gerritcodereview.com/
2http://github.com/
3https://www.phacility.com/
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1. Code Changeset Preparation: When a contributor decides to propose a change
to the code to fix a bug or implement a feature, they usually start by replicating the
project using a form of Version Control System (VCS). Then, they make a series of
changes to existing code to accomplish the desired task, i.e. code changeset. Once
their changeset is prepared, they propose this changeset with some explanation in
the form of a request, which is usually called with names such as Pull Request (PR)
or Merge Request (MR) in code review tools.

2. Requesting Reviews: In order for the code changeset to be approved, the Au-
thor should find a suitable candidate who has enough time to review the changeset
and is willing to carefully inspect the code for possible issues such as defects [103],
inconsistencies [75], or even the alignment of the proposed feature with the project
goal [169, ]. Finding an available appropriate reviewer has shown to be effective
in the project quality [0, | and due to factors such as having high workload of the
requested reviewers, it is a non-trivial task [78].

3. Reviewing Pull Request: Once the invited developers accept the review invitation,
they examine the code for possible issues [7]. While different projects have different
review processes and tools to perform them, they generally consist of a web-based
UI that reviewers can use to scan the changes. The review platform categorizes the
changes based on their location and groups them into smaller sets called code hunks
for easier inspection. At this stage, reviewers communicate their concerns to the
authors and ask for a revision of the code if necessary [6]. This iterative process is
normally done asynchronously within the review platforms, such as GitHub. Not
only does this process improve the quality of the code change and prevent bugs from
entering the production, but some of the discussion threads that happen in this stage
would act as the documentation for the project in future and may even lead to the
creation of more task in future [169, 182].

4. Review Resolution: Each PR may be subject to multiple iterations of discussions
and will be either rejected or accepted, which means the change will be discarded
or become a part of the future version, respectively. While this decision is based on
review discussions and code revisions, the reviewers are the ones who vote on what
should be the destiny of the submitted PR. Sometimes, contributions are stalled in
the review resolution step for reasons such as having multiple PRs sent simultane-

ously. Researchers previously investigated the effect of this delay [19, 50, ], the
approaches to prioritize the concurrent PRs [5, |, as well as factors that contribute
to time and outcome of PRs both in open source [72, 86] and industry [79].
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2.3 Code Review Suggestion tools

Despite the optimization and heavily using tools to ease the review process [7], code re-
view is still time-consuming [106], which makes it a great candidate for optimization. Code
review suggestion tools, such as review comment recommendation [183] or file review or-
dering [3, 15], have been proposed to boost to help authors and reviewers with this process.
Below, we elaborate more on CRR tools, which are the main focus of this thesis.

2.3.1 Code Reviewer Recommendation Systems

In large projects with hundreds of developers, finding the right reviewer for a PR is hard
[152]. The issue can be exacerbated as some potential reviewers may be busy while the
submitter is oblivious to their schedule. Thus, their review request may get rejected and
elongate the review process of the PR [137]. To alleviate this problem, Code Reviewer
Recommendation, or CRR for short, has been introduced. The main objective of this set
of tools is to suggest the most appropriate reviewers for a PR. The CRR’s merit criteria
vastly vary, including measures such as reviewers’ expertise [152], increase team awareness
[6], balance contributors’ workload [2], and familiarity with the change [119].

2.3.2 Overview of the Role of Code Reviewer Recommendation
Systems in the Modern Code Review Process

Figure 2.1 demonstrates how code reviewer recommendation tools are situated concerning
their role in MCR in blue. These tools use the historical data from VCS, the information
about the change, and suggest a list of recommended reviewers for the change. The authors
either accept these changes and invite the suggested reviewers to review them or discard
these recommendations.

2.3.3 Evaluation Measures of Code Reviewer Recommendation
Systems
Conventionally, past reviews and their actual reviewers were considered the benchmark.

Still, researchers argued this evaluation method is potentially biased and problematic and
brings little value [32, 17, 80]. A simulation evaluation technique has been proposed to
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determine the merit of the CRR suggestions concerning the measures of interest like re-
viewer expertise and workload. Mirsaeedi and Rigby [109] set forth the following evaluation
measures in their research:

e Core Developers’ Workload: Number of code reviews assigned to top ten contributors
with the highest review.

e Expertise: The expertise and familiarity of a reviewer with the files changed in a PR.

e Files at Risk: Number of files with less than two knowledgeable active contributors.
A contributor is considered knowledgeable if they committed or reviewed the file.

These metrics are measured throughout the time and indicate how one CRR performs.
This evaluation approach enables the CRRs to excel the assigned reviewers in reality and
provide the researchers with a more fair process for assessing the performance of their tools.

2.4 Automatic Code Review Process

Automatic Code Review (ACR) refers to the efforts of tool builders to automate the review
process by breaking down the review into smaller tasks and automating them. Figure 2.2
illustrated the order of these sub-tasks from previous studies.

While fully automating the code review process is the ultimate goal of this decompo-
sition, unfortunately, we are still far from achieving it. Using new technologies such as
LLMs helps tool builders to get closer to this goal, and as researchers, we hope that the
result of this thesis and the new proposed task in Chapter 6 could pave the way toward
this goal. Below, we briefly explain each of these tasks.

Code Changeset (1) Code Quality
Estimation

v
@& e

(2) Code Revision  (3) Review Comment (4) Revision Revised Code
(Before Review) Generation (After Review) (Ready to Merge)

Figure 2.2: The breakdown of the automatic code review process tasks demonstrated in
the expected order in an ideal flow.
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2.4.1 Code Quality Estimation

Once a code review is submitted, this step would assess the quality of the code changeset
by identifying potential issues and areas needing improvement in the code piece, a.k.a.
code hunk, or code lines. In this step, for each piece of code changeset, the model should
decide whether the code quality is up to the standard [90].

2.4.2 Code Revision (Before Review)

Once the parts of the code with quality issues are marked, this step modifies those parts of
the code to address quality issues identified during the estimation phase. This task ensures
the code meets the required standards before being reviewed and reduces the workload on
reviewers by preemptively fixing common issues and enhancing code quality [21, ].

2.4.3 Review Comment Generation

Once the new revision of the code is ready for review, this step is responsible for automat-
ically generating comments on code changes, highlighting potential issues, and suggesting
improvements. Usually, these comments are generated for code pieces that have been
marked as low-quality in the first step [90]. This task uses natural language processing
and machine learning to provide relevant, context-aware feedback that assists reviewers in
their evaluation [39, 99].

2.4.4 Code Revision (After Review)

The last task of ACR is revising the code given both the commented code and the related
code change based on the generated review comments to finalize the code for integration.
This revision before the review would lower the cognitive load of the authors and prevent
the tax of switching contexts to fix the comments issues raised by the reviewers. This task
involves refining the code according to the feedback received, ensuring all identified issues
are addressed, and preparing the code for deployment [, ].
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2.5 Chapter Summary

In this chapter, we provided an overview of the modern code review and how code reviewer
recommendations help with the process. We also defined some of the key terms we use in
this thesis. Knowing this background information about the key concepts and terms used
in this thesis, we move on to the next chapter, explaining the related studies to demonstrate
the gap that we are trying to bridge in this thesis.
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Chapter 3

Related Work

In this thesis, our focus is to study the automatic code suggestion approaches concerning
their staleness and safety of the recommendation, as well as their relevance considering
the emergence of Automatic Code Review (ACR). Therefore, there exist four groups of
related studies that we should review in this chapter: (1) Reviewer Recommendations, (2)
Defect Prediction, (3) Developer Turnover, and (4) Automatic Code Review. We review
the related studies about Code Reviewer Recommendation (CRR) systems to understand
related works better. Then, we review the studies related to these challenges: defect pre-
diction, developer turnover, and diversity and inclusion. Finally, we conclude the chapter
by exploring studies related to automatic code review.

3.1 Reviewer Recommendation

With the spread of Version Control System (VCS), and especially Git, CRR systems started
to become popular [9, 30, , |. The main duty of a reviewer recommendation is
to suggest the most suitable reviewers for reviewing PR. Reviewer recommenders often
leverage historical data to make recommendations [177, ]. Other approaches aim to
optimize characteristics, such as workload balance [2, 130] or distributing knowledge [109].

For instance, the CoreDevRec, a CRR, developed by Jiang et al., uses file paths as the
input of the mode and recommends the most familiar reviewers with the Pull Request (PR)
[65]. It uses Support Vector Machine (SVM) at its core to make the optimal suggestions
and mostly suggests core developers as they have the most familiarity with the source
code. These suggestions lead to an unwanted higher workload for these contributors.
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Similarly, Thongtanunam et al. proposed REVFINDER that leverages prior reviews and
the similarity of file paths to recommend code reviewers [155].

Zanjani et al. proposed cHRev recommender [183], which relies on the VCS data to
make recommendations. When cHRev ranks developers as potential candidates for a code
change, it considers the developer’s expertise and the recency of the contribution from
previous reviews as well as their portion of the contribution.

Chouchen et al. [25] devised a multi-objective search-based recommender named WhoRe-
view. Similar to previous works, the candidates’ expertise and their workload are considered
when recommending a suitable reviewer for a code change. Another multi-objective CRR
system that considers reviewer-author connection and reviewers’ workload is WLRREC' [2].

Machine learning techniques have also been tested in this area. Strand et al. [118]
implemented a context-aware machine-learning based CRR, called Carrot, based on the
LightFM! algorithm [33]. They used Gerrit as the training source and tested the CRR
in an industrial setting. Then, surveyed the reviewers about its performance. The survey
results indicate that more than 50 percent of participants stated that although it helps
assign non-obvious reviewers to the PR, it does not affect the lead time for code review.

Regardless of the optimization method, when a new PR is created, the recommender
ranks potential candidates or a set of candidates based on the score that its objective
function has calculated. Recently, some studies have explored a change in perspective
of the goal of the reviewer recommendation process. Kovalenko et al. [30] observed that
developers are often aware of the top recommendations of CRR approaches, suggesting that
other goals, such as workload balancing, might be more appropriate. Gauthier et al. [17]
found that history-based evaluations of reviewer recommenders are often more pessimistic
than optimistic since the proposed reviewers who did not perform a review (i.e., incorrect
recommendations) often reported high comfort levels with those review tasks. Mirsaeedi
and Rigby [109] proposed Sofia, a multi-objective recommendation system that tries to
maximize reviewer expertise and minimize the risk of turnover-based knowledge loss, as
well as the workload on the core development team.

Researchers also studied different aspects of the code review such as improving datasets
accuracy [151], the notion of security in code review [19, 20], and code review smells [31]. In
this thesis, our focus is the evaluation of the performance CRRs and explore approaches to
mitigate their misalignments with real-world expectations. Despite the existence of various
systems, the mutual impact of their recommendation on real-world phenomena, such as
safety or knowledge turnover, still needs to be studied.

https://github.com/1lyst/lightfm
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3.2 Developer Turnover

Prior research on developer turnover[12, 44, (3] has investigated its impact on software
projects. For example, Ton and Huckman [156] investigated the impact of knowledge-
intensive employee turnover on operational performance. Mockus [ 11] studied the effect
of developer turnover on software defects. They observed that the departure of developers
was associated with an increase in software defect rate. Lin et al. [92] explored turnover
from an individual-centric perspective, studying contributors of five projects and their
correlation with activities and retention. Rigby et al. [132] used a Knowledge-at-Risk
(KaR) measure to quantify how susceptible industrial and open-source systems are to
turnover-induced knowledge loss. Nassif and Robillard [115] replicated and extended the
concept to seven other projects and noticed a similar knowledge loss probability distribution
among all projects.

In addition, research has explored the impact of developer turnover, proposing identifi-
cation methods based on behaviour. Avelino et al. [1] examined core developer turnover’s
effect on open-source projects, Miller et al. [107] studied reasons for open-source contrib-
utor disengagement, and Bao et al. [11] created a model to predict long-term GitHub
contributors. Quiet al. [122] looked into projects’ ability to attract new contributors, while
Robillard [134] analyzed how employee leaves impact software companies, highlighting the
significant disruptions caused by sudden and temporary departures.

In this thesis, we aim to explore how developer turnover affects the CRR recommen-
dations quality concerning the stale reviewers and whether we can mitigate this challenge.
Suggesting a contributor who has already left the project may stall the review process,
lead to confusion in large projects, and delay merging the new PR.

3.3 Defect Prediction

Defect prediction models help the stakeholders of a project focus their limited resources
on bug-prone modules [I11]. Practitioners have used defect prediction systems to find
bugs in their early stages, reducing technical debt [110, | and the effort required to fix
them. These Just-In-Time (JIT) models can also help teams identify buggy changes before
merging into the repository [76].

Researchers proposed various approaches for identifying the defective code changesets;
for instance, Hassan [57] devised a measure for the complexity of a code change called
entropy. Analyzing six well-established projects, he observed a correlation between code
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change entropy and its faults. In another study, Zimmermann et al. [190] proposed using
a dependency graph to find the most influential units in the code and argued that these
units are more likely to get defective.

Pornprasit and Tantithamthavorn [121] proposed JITLine, which identifies the risky
commits and the lines causing the defect. Their evaluation of OpenStack and QT projects
shows a better performance in terms of accuracy and time compared to previous CRRs.

Recently, with the rise of machine learning approaches, there is a tendency toward
using them for bug prediction. Li et al. [33] proposed a Convolutional Neural Network-
based framework to predict defects using Abstract Syntax Tree (AST) as its input. They
tested their approach in seven projects and observed a 12 percentage point improvement
compared to previous models.

Seml is another defect prediction model proposed by Liang et al. [91]. The authors
argued that system features that were previously used to predict bugs are flawed. There-
fore, they used word embedding and LSTM deep neural network to extract the features
and predict the probability of the bug from a code change. In their evaluation of eight
open-source projects, their framework outperforms three state-of-the-art defect prediction.

Le et al. [35] proposed a deep multi-task learning model, DeepCVA, that identifies
the various code vulnerabilities in the code changeset simultaneously. The evaluation of
the approach showed 38% to 59.8% higher Matthews Correlation Coefficient and 6.3 times
improvement compared to other methods.

Zhu et al. [189] implemented an ensemble approach that leveraged the whale opti-
mization algorithm (WOA) and another simulated annealing (SA) algorithm for feature
selection, and a deep neural network model is trained to predict bugs in the code changes.
They tested their methods over 20 software projects and observed that the feature selection
improves the performance of their approach, aligned with similar studies [127].

These defect prediction models are often trained using historical data, and the model
is then used to assess new code changes by estimating the likelihood that a given code
changeset will induce a future fix (i.e., estimating the fix-inducing likelihood). As some of
the studies have been mentioned above, there have been a plethora of contributions to defect
prediction studies. However, we focus below on two lines of work that are most relevant,
i.e.,, (1) approaches to more accurately identify fix-inducing changes and (2) proposed
indicators of fix-inducing commits. JIT defect prediction models — like any prediction
model — will only be as good as their training data. Since the true set of fix-inducing
changes is not clearly labelled in historical software data, heuristic approaches are used to
recover that signal.
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One heuristic that is used to label buggy commits is the SZZ algorithm, which was
proposed by Sliwerskiet al. [115]. The SZZ algorithm first identifies bug-fixing commits
by mining for keywords such as ”fix” or "bug” in commit messages. Next, potential fix-
inducing commits are associated with these fixes by tracing removed or modified lines to
the commit(s) that introduced them. Finally, filters are applied to remove potential fix-
inducing changes that are unlikely to have caused the bug (e.g., potentially fix-inducing
commits that were recorded after the bug was created in the issue tracker). The SZZ
algorithm has seen several revisions in the literature [29, ]. Since improving SZZ is
beyond the scope of this thesis, we use the off-the-shelf implementation of SZZ available
in the Commit Guru tool [130].

The SZZ algorithm is being used to label the buggy changes, but the JIT models need
various measures from code to get trained on a project. The set of indicators that are used
to predict fix-inducing changes are derived from the change itself, historical tendencies of
the modified areas of code, and characterization of the personnel involved with the change
[114]. For example, Kamei et al. [68] used measures of the size, purpose, and diffusion of
a change, as well as the historical tendencies of the modified modules and the experience
of change authors to estimate the likelihood of a change to induce future fixes. Hoang et
al. [60] and McIntosh et al. [101] expanded the set of measures to include review metrics
such as iterations, number of reviewers, and comments. Pascarella et al. [118] added more
detailed measures such as owner’s contribution lines and change code scattering. In this
thesis, we use the set of measures provided by Commit Guru to calculate the 13 metrics
similar to Kamei et al. ’s set of measures for various PR based on PR’s Commits.

3.4 Automatic Code Review

Previous studies [90, 161] defined four primary tasks for Automatic Code Review (ACR):
(1) code quality estimation [58, 87, 102]; (2) revising code with reviewer comment [94, 154],
and (3) without the comments [21, , , : | the review; and (4) code review

comment generation. Researchers have developed machine learning models tailored to
each of these tasks, including code review comment generation. Indeed, Zhou et al. [185]
compared three instances of Review Comment Generator (RCG) and three general models
adapted for code review. They found that the CodeT5 [125] general model surpassed
the best RCG in code revision by 13.4%-38.9% and the T5-review [162] RCG model was
the best for code review comment generation. They noted the presence of interrogative
comments among the outputs but did not study them in depth.

With the advent of LLMs, Sridhara et al. [110] explored using ChatGPT for vari-
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ous software engineering tasks, including code review, finding that ChatGPT’s responses
aligned with human reviewers in only 4 out of 10 tested instances. They observed a di-
vergence in ChatGPT responses from human reviewers due to a lack of context and code
comprehension issues. Further, Guo et al. [51] examined ChatGPT’s revision effectiveness
and its strengths and weaknesses in post-review code refinement. Their findings indicate
that despite higher operational costs, ChatGPT underperformed with respect to CodeRe-
viewer [90] in one of two studied datasets; however, ChatGPT excelled in code refactoring.
Rasheed et al. [128] studied the automation of code review using multi-agent LLM-based
RCGs, focusing on code smell detection and optimization of code changes. Due to these
promising observations, we include LLMs in our study for a comprehensive comparison.

3.5 Review Comment Generators

In this thesis, we investigate how RCGs generate interrogative comments, focusing on three
state-of-the-art models (AUGER [89], CodeBert [13], and CodeReviewer [90]), as well as

three llm-based RCGs (DBRX,?> GPT-4,> and LLaMA?2 [159]). Below, we briefly review
the literature on comment generation and the RCGs under study.

Code review comment generation aims to emulate human reviewers and automatically
generate review comments for a given code change. The goal is to minimize the workload
for reviewers and the delay in the authors’ receiving feedback. Review Bot [9], which pro-
duces code review comments derived from the outputs of various static analyzers, received
approval on 93% of its generated comments. DeepCodeReviewer [55] leverages deep learn-
ing to recommend reviews, and CORE [111] uses an attentional Long Short-Term Memory
(LSTM) model for automated reviews. CommentFinder [01] addresses the latency in deep
learning methods using an information retrieval approach.

While traditional comment generation models largely depended on rule- or retrieval-
based approaches, recent advances have shifted focus to task-specific RCG models [167].
This trend typically involves pre-trained models [29, 90, 93, ] that combine natural
and programming language processes to enhance the code review process. In recent work,
Vijayvergiya et al. [168] developed and evaluated the Al-assisted code review tool Auto-
Commenter to help with code changes written in C++, Java, Python, and Go. Auto-
Commenter, built using the THX model and fine-tuned, detects best practice violations
and provides URL references for these violations. Their approach generates comments

2https://github.com/databricks/dbrx
3https://bit.ly/open-ai-gpt-4
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for 68% of best practices commonly referenced by human reviewers, showing promise for
Al-assisted code review tools.

With the emergence of Large Language Model (LLM), newer studies have also examined
their utility in automating code review tasks. Lu et al. [99] fine-tuned LLaMA 6.7B for
code review tasks. Despite LLaMA-Reviewer’s higher resource demand for inference, it
did not consistently outperform state-of-the-art task-specific RCGs like CodeReviewer [90].
Furthermore, Pornprasit and Tantithamthavorn [120] assessed GPT-3.5’s capabilities for
code review. Their results showed that state-of-the-art task-specific models still tended
to outperform GPT-3.5. Given these findings and the high operational costs of LLMs,
we choose to consider three high-performing [188] task-specific RCG and two types of
LLM-based RCGs for each study.

RCG Models

Researchers have developed various RCGs. In this thesis, we study select six of these models
for our experiments: AUGER, CodeBert, and CodeReviewer have been selected as task-
specific RCGs based on their prior use [183] and strong performance as detailed above.
GPT-4 Turbo? is chosen as an exemplar of enterprise models, known for its impressive
performance across various tasks, albeit at higher costs. Due to this cost, we select DBRX-
instruct? and LLaMA2-7B [159] as freely available alternative LLMs for our quantitative
analysis. We describe these models below.

e AUGER is a comment generator that uses the pre-trained CodeTrans T5 model [35,
], which was further fine-tuned on ~10K code review instances from 11 Java
projects [39]. AUGER thus can leverage its training data to provide review context.
AUGER was assessed with a survey that revealed that 29% of developers found its
generated comments useful [39].

e CodeBert has a transformer-based architecture [167] and is trained with Masked
Language Modeling and replaced token detection using NL-PL pairs and unimodal
code data [13]. This approach allows CodeBert to excel in tasks like code search and
documentation generation. Like Zhou et al. [188], we use the pre-trained CodeBert
model, fine-tuning it with ~50K review records. Fine-tuning this model helps with
the generation of the comments instead of code, leading to more understandable
generated comments.

e CodeReviewer employs CodeT5 [167, | and further fine-tunes it on data in the
form of <comment, code hunk> to process code diffs as input [90]. Compared to
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AUGER, CodeReviewer focuses on understanding code changes and their relation-
ship to review comments because its output explicitly highlights line additions and
deletions. Indeed, CodeReviewer has been shown to perform comparatively well in
terms of comment generation among RCGs [99].

e DBRX was introduced in March 2024 and outperforms established models like GPT-
3.5, particularly in code-related tasks.? It is available in a basic version and an
instruct version. The basic version offers robust performance across a broad range
of applications, while the instruct version is optimized for scenarios requiring precise
control, such as coding assistance. We use the instruct version of the model to achieve
the best possible performance with code.

e GPT-4 Turbo introduced upgraded capabilities, including support for more diverse
inputs such as images.® As a proprietary model, its architecture details are not
publicly disclosed, and to interact with the model, developers should use OpenAl’s
Application Programming Interface (APT).

e LLaMAZ2 This model comes in 7, 13, and 70 billion parameters [159]. These models,
trained on a dataset spanning 2 trillion tokens from January to July 2023, follow the
standard transformer architecture with an auto-regressive model design.

3.6 Chapter Summary

This chapter reviewed studies on code review recommendation, developer turnover, defect
prediction, and automated code review tasks, which are connected to the body chapters
of this thesis. It also positioned our work within the broader research landscape. In the
next chapter, we begin the main body of the thesis, presenting two empirical studies on
the challenges of CRR systems and their potential impact.
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Chapter 4

Studying the Staleness of Code
Reviewer Recommendation Systems

Note. An earlier version of the work in this chapter appears in the EEE Transactions
on Software Engineering (TSE) Journal [70].

4.1 Introduction

Code Reviewer Recommendation (CRR) approaches have been developed to suggest suit-
able reviewers for a changeset by ranking potential candidates. They evaluate contributors
using their objective functions, taking into account factors such as experience [115], own-
ership [112], and developer interactions [126] and suggest the candidates with the highest
scores to review the changeset. However, they also have unintended impacts on various
aspects of the projects, such as the knowledge distribution[l105]. Traditionally, CRR ap-
proaches are evaluated by applying them to historical data, and comparing recommended
reviewer lists to those who performed the review; however, recent studies call this practice
into question. For example, Kovalenko et al. [30] found that the top recommendations
are often known to developers. Thus, when recommendation approaches are considered
correct (i.e., they recommend the reviewer who performed the review), their recommenda-
tions are often obvious choices and of limited value. Moreover, prior work [18] found that
recommended reviewers who did not perform the review would often have been appropriate
assignees. Thus, when CRR approaches are considered incorrect, the implications are often
unclear. This raises a question: when can researchers and tool builders be certain that
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recommended reviewers are truly incorrect?

In this chapter, we study stale recommendations—a class of recommended reviewers
that are certainly incorrect. We define a stale recommendation as a recommended reviewer
who has stopped contributing to the project under analysis. Since these contributors can-
not perform the review, they add no value to review recommendation lists. Indeed, the
interviewees of Kovalenko et al. [30] point out that it is not uncommon for recommenda-
tion lists to include stale reviewers. Furthermore, Zhang et al. [185] found that 91.03% of
the negative feedback they received from practitioners about the performance of a propri-
etary CRR system was about “irrelevant recommendations,” where stale recommendations
comprise 23.83% of this category. In contrast, other factors, such as a lack of prior par-
ticipation in code review, only accounted for 8.97% of all the negative feedback. Aligned
with prior work [80], the study further revealed that contributors frequently change their
focus area or switch teams, potentially making them stale for their prior focus areas and
development teams. These observations, coupled with the incontrovertible effect that stale
recommendations have on the performance of CRR approaches (unlike other types of incor-
rect recommendations), highlight the considerable risks that stale recommendations pose
to the quality of CRRs and provide an opportunity to better understand stale reviewer
recommendations to mitigate the issue. Prior studies have explored the effect of stale re-
viewers through the lens of turnover-induced knowledge loss [39, , |; however, to
the best of our knowledge, their characteristics and other potential effects on reviewer
recommendation are yet to have been explored.

Using data from the Kubernetes, Rust, and Roslyn open-source projects, we study the
prevalence of the stale recommendations that are produced by five reviewer recommenda-

tion approaches (LearnRec [109], RetentionRec [109], cHRev [183], Sofia [109], and WLR-
Rec [2]). We find that on average, stale recommendations account for 12.02%, 8.33%, and
16.44% of incorrect recommendations that are produced by the cHRev [183], Sofia [109],

and WLRRec [2] approaches per quarterly period, respectively, with medians of 10.28%),
6.63%, and 14.72%. Furthermore, when the number of recommendations to be produced
is set to one, two, and three, CRR approaches produce at least one stale recommendation
for up to 33.52%, 55.47%, and 69.18% of changesets, respectively, with medians of 6.34%,
15.01%, and 23.36%.

Since stale recommendations (1) represent a notable portion of incorrect recommen-
dations, (2) can influence a considerable proportion of changesets, and (3) have clear
implications (unlike other incorrect recommendations), we aim to characterize them and
propose mitigation strategies. To do so, we address three Research Question (RQ):
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RQ1

RQ2

RQ3

Are code reviewer recommendation approaches resilient to stale recom-
mendations?

Motivation: For a CRR approach, it is desirable to be resilient to developer turnover,
while also suggesting suitable reviewers. However, in reality, CRR approaches are
susceptible to changes in the set of active reviewers. This RQ aims to explore the
extent to which stale reviewers are prevalent in the recommendations produced by
the studied CRR approaches.

Results: CRR approaches that consider the recency of contributions tend to be more
robust to stale recommendations. For instance, RetentionRec suggests no stale rec-
ommendations in the studied periods, while all LearnRec [109] recommendations are
stale in 80.39% of all the studied quarters. We establish the worst and best per-
formers as benchmarks and assess the effectiveness of each approach relative to these
benchmarks. We introduce the Recommender Adaptability Score (RAS) to estimate
an approach’s capacity to handle the volatility of active contributors (larger RAS
values indicate greater resilience). We observe that cHRev, Sofia, and WLRRec have
median RAS values of 91.87%, 94.27%, and 84.66%, respectively, indicating that
WLRRec is the least resilient, whereas Sofia is the most resilient.

Distribution: How is staleness distributed among recommendations?
Motivation: If staleness is concentrated among a few reviewers, targeting these spe-
cific individuals would be more effective than strategies identifying many departed
reviewers. Thus, to guide future work, we study how staleness is distributed across
personnel.

Results: Staleness is highly concentrated for all of the studied recommendation ap-
proaches across the studied projects. Indeed, in 15.31% of periods over various eval-
uation settings, the top-3 reviewers account for at least half of the staleness.

Duration: How long do stale recommendations linger on suggestion lists?
Motivation: If most stale recommendations linger for a short period, recommendation
approaches need to adapt to a dynamic list of reviewers who left the project. If, on
the other hand, reviewers linger in stale recommendation lists for a long period,
identifying a stable set of impactful candidates will have a larger effect. Thus, to
guide future work, we study the extent to which stale recommendations linger.

Results: Stale recommendations can still be suggested up to 7.7 years after their
departure, with a median time of 7 months and 21 days. While the lingering duration
of top-3 reviewers increases over time, their proportion in stale recommendations
reduces. Approaches that consider the recency of contributions (e.g., cHRev) reduce
the number of stale recommendations, but are ineffective when other factors like
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Figure 4.1: The simplified overall architecture of study data analysis.

experience dominate.

Our results suggest that a periodic pruning of the top stale reviewers may help existing
approaches with staleness. In industrial settings, such a CRR system could integrate
with personnel management systems to identify who left the company; however, team
reorganization and internal movement of personnel may still present challenges [185]. To
address those challenges, we propose a mitigation strategy to enhance CRR approaches
with a separate time-based contribution recency filter to remove stale reviewers from the
available developer pool, especially the top ones that have been lingering for a long time.
This strategy diminishes stale recommendations by up to 92.16%, 92.39%, and 89.45%
for cHRev, Sofia, and WLRRec, respectively. Future work could further improve this by
improving the identification of the top reviewers and forecasting stale reviewers.

4.2 Study Design

Figure 4.1 gives an overview of our experiment design for this chapter. This section outlines
the dataset preparation (Section 4.2.1), the studied CRR approaches (Section 4.2.4), and
the data processing procedures (Section 4.2.5).
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4.2.1 Dataset Preparation

We conduct our research using a dataset derived from active open-source projects. The
dataset is sourced from prior work [09]. While the dataset includes the information required
for recommending reviewers, it lacks the reviewers’ invitations for the changesets, which
we require for our study. Therefore, we augment the dataset by extracting the required
reviewer data using the GitHub API.!

Studied Dataset: The dataset includes data from the Roslyn, Rust, and Kubernetes
open-source projects. Rust is a popular high-level programming language with over 4.1K
contributors. Roslyn provides tools for the analysis of C# and Visual Basic with 548
contributors and is backed by Microsoft.? Initially developed by Google, Kubernetes is now
managed by over 3.5K contributors and aims to automate operational tasks for container
management. The selection criteria for these project were to be active for over 4 years,
have more than 10K changesets with review rate of more than 25 percent overall, and have
more than 10K files. Further details on these projects can be found in Table 4.1.

4.2.2 Mining Contributors Lifecycle

This component is responsible for determining when a contributor joined and left a project.
To this end, we query the contribution logs in the extracted dataset to identify each con-
tributor’s last contribution to the project, signifying when they ceased their involvement.
To ensure accurate developer identification in the logs, after mining the data from GitHub
we implement a cleaning and matching stage. This stage involves preprocessing the ex-
tracted user records, considering their names and emails, and removing special characters
and diacritics. Moreover, we calculate the distance using the Damerau-Levenshtein algo-
rithm [27] for string matching with a tolerance of 1 to accommodate minor user name and
email variations. This helps with user identification and creates comprehensive profiles for
developers. We retain this information for our analysis (see Section 4.2.5).

Thttps://docs.github.com /en/rest
2https:/ /devblogs.microsoft.com /visualstudio/introducing-the-microsoft-roslyn-ctp/
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Table 4.1: The details of the dataset used.

Name \ Files Reviewed Changesets Developers Review Invitations
Roslyn 12,313 8,646 469 1,546
Rust 12,472 17,499 2,720 128
Kubernetes || 12,792 32,400 2,617 26,164

4.2.3 Key Terms

To enhance the clarity of our methodology, we explicitly define the key terms employed
throughout this report. These definitions are used for identifying contributors and estab-
lishing the criteria for determining when a contributor is considered to have departed from
a project.

Contribution: To identify potential reviewers from a project’s developer pool, we consider
those who had previous contributions to the project. Thus, we need to provide a crisp
definition of contribution in this thesis. There are multiple ways in which individuals can
contribute to the advancement of a project, including activities such as reviewing code
and reporting bugs. Since end users can submit bug reports, we elect to concentrate on
the contributions of code reviewers and changeset authors in this chapter. Furthermore,
since the recommendation approaches only consider developers for reviewing changesets,
we only consider those who reviewed or authored a changeset in the past.

Developer: Within the context of this chapter, a developer refers to individuals who have
authored a portion of the code or participated in reviewing a Pull Request (PR). It is
crucial to acknowledge that while they are qualified to review subsequent changes to their
own code, not all are actively involved in the review process. The term contributor is thus
synonymous with developer, as it aligns with the definition of contribution.

Reviewer: This term refers to those reviewing a changeset to ensure that new changes do
not introduce bugs, fulfill the authors’ intent, and adhere to the standards of the repository.
Previous studies have shown that choosing the optimal reviewer impacts the quality of the
review process [101, 138].

Stale Reviewer: The identification of contributors who have left a project has been ex-
plored in various studies using different thresholds from a contributor’s latest contribution
in periods of 30, 60, 180 days, and even a year [0, 92, ]. A contributor is deemed stale
at a given point in the project’s history one day after they cease authoring or reviewing
PRs and do not make any subsequent contributions in the project contribution history.
We identify when recommendations become stale by first compiling the contributions of
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developers from the project history and then determining their first and last contribution.
Similar to prior works [11, 92], we classify those who have contributed within the last six
months of the project’s available history as available developers to ensure all stale reviewers
have been inactive for a minimum of six months. Subsequently, we compare the generated
CRRs for the studied approaches against the activity lifecycle of developers to determine
which recommendations are stale.

In summary, we consider all the developers who have made contributions before the
changeset submission as potential reviewers and then apply the CRR approach, using
its objective function to prepare a set of reviewers and recommend that they review the
changeset. Among these recommended reviewers, some of them may not have been actively
engaged in the project development, i.e., stale reviewers.

4.2.4 Generating Reviewer Recommendations

To generate CRRs that align with the state of the project at the time of proposing each
changeset, we conduct a simulation of the project’s development over time. This simu-
lation involved exclusively considering the data points available before the changeset was
proposed. For every changeset, we identify the previous contributors and treat them as
the pool of potential reviewers. Subsequently, we feed this data as the input of the CRR
approach to reproduce the CRRs for the changeset, which are stored for further analysis.

Studied CRR Approaches: To investigate the quality of reviewer recommendations,
we choose five CRR approaches with various recommendation styles. Below, we briefly
describe each approach and its selection criteria. Since it is not feasible for one study
to implement and evaluate all the available CRRs, we chose five approaches that cover
different recommendation styles which are popular among the CRRs approaches [60, ].

LearnRec [109] solely focuses on mitigating the risk of turnover-induced knowledge loss
by promoting knowledge sharing among team members. It recommends contributors who
are likely to learn the most from participating in the review of a changeset by estimating
the familiarity of the candidate with the modified files. LearnRec ranks candidates in
ascending order based on the complement of a heuristic, which estimates how much the
candidates know about the modified files (i.e., 1 — ReviewerKnows). Even though LearnRec
is singular in its optimization focus and would not reasonably be deployed in production,
we include it as a benchmark to which other CRR approaches can be compared. Our
hypothesis is that this approach will exhibit the lowest resilience to stale recommendations
because individuals who are making a one-time contribution to a project are typically
ranked as those who stand to learn the most from a review [69, 109].
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RetentionRec [109] suggests only Long Term Contributors (LTC). While the former
approach, LearnRec, is an extreme to mitigate the risk of turnover knowledge-loss, the
developers who benefit the most from reviewing code may have little to offer in terms
of feedback to benefit the authors of changesets. Moreover, they are highly likely to
be one-time contributors [69, ]. As an extreme countermeasure, the RetentionRec
approach ranks candidates in descending order according to their frequency and consistency
of contribution. The contribution ratio measures the proportion of contributions made by
a developer during a period, while the consistency ratio measures the proportion of sub-
periods in which the developer was actively contributing to the project. As developers
become more consistent or active, the RetentionRec approach is more likely to suggest
them as reviewers. Due to the characteristics of the objective function, we expect this
approach to exhibit the highest resilience to stale recommendations; however, this tends
to overburden the core team since they have the highest frequency and consistency of
contributions.

cHRev [183] ranks potential reviewers for a changeset based on their previous reviews
and the recency of their contributions. To evaluate the suitability of developer D for re-
viewing file F, cHRev uses the xFactor measure, which is calculated as the sum of three
terms: (1) the ratio of the number of review comments made by D on file F to the total
number of review comments on F, (2) the ratio of the number of workdays that D com-
mented on reviews of F to the total number of workdays for all reviewers of F, and (3)
the inverse of the difference in days between the most recent day that D worked on F
and the last date that F has changed, plus one. CHRev calculates the zFactor for files in
the changeset for potential reviewers and recommend those with the highest zFactor. In
this chapter, we consider cHRev as an example of a traditional CRR algorithm, which are
approaches that seek to match review suggestions with historical review data [69].

Sofia [109] aims to balance multiple objectives, i.e., the knowledge distribution among
active team members and the expertise of reviewers assigned to tasks. Suppose the number
of knowledgeable developers in the project for any file in the changeset R is N. When N
is greater than a risk tolerance threshold (N = 2 in the original paper [109]), Sofia uses
cHRev to rank recommendations by their expertise. Conversely, when N is below the
risk tolerance threshold (i.e., there are fewer than N developers in the project that have
knowledge of the file) Sofia uses the combination of RetentionRec and LearnRec to rank
LTC candidates who can learn the most by reviewing R.

WLRRec (WorkLoad-aware Reviewer Recommendation) [2] takes into account the
workload of potential reviewers when ranking candidates for a changeset as well their
social interactions. The idea is that if a reviewer is already very busy, they are less likely
to agree to take on another task. When ranking candidates, WLRRec considers their past
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rate of accepted review invitations (review participation rate), the assigned reviews that
candidates still have pending (remaining reviews), and the expertise and experience that
candidates have with respect to the code under review (ownership and experience). We
study WLRRec because it is a state-of-the-art approach that does not place importance
on the recency of the candidate reviewer contributions. This attribute is desirable to help
us comprehend a broad range of CRR characteristics in this chapter.

4.2.5 Data Processing

In this component, we address the research questions outlined in Section 4.1. Our inves-
tigation begins with a preliminary assessment of the prevalence of stale recommendations
in CRR systems. If noticeable prevalence is observed, we will proceed to conduct a more
in-depth analysis of the data collected in the previous stage.

We rely on historical data from Git repositories to produce CRRs. Further information
on the history of each project can be found in Table 4.1. The historical data from each
studied project is stratified into quarterly (three-month) intervals and CRR performance
is evaluated for each interval. This approach aligns with previous studies on knowledge
turnover [109, , |, which also chose quarterly intervals. The rationale behind this
choice is that it provides a balance: quarterly intervals are long enough to capture trends
and patterns effectively, yet not so long that crucial details are obscured. Additionally,
smaller time-frames have shown to be more susceptible to extreme events when compared
to their respective means [115].

To confirm that code review was consistently carried out, we focus on contiguous pe-
riods where more than 80% of integrated changesets were reviewed. Figure 4.2 shows the
quarterly review rates for each project.

4.3 Preliminary Study

Prior studies have shown that developers complain about stale recommendations [30, l;
however, the prevalence of and reasons for stale recommendations remain unexplored.
Therefore, we conduct a preliminary study of stale recommendations in CRR systems.
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Figure 4.2: Quarterly review rates of Rust, Roslyn and Kubernetes projects.

4.3.1 Approach

To gauge the potential impact of stale recommendations, we study the rate at which in-
correct recommendations are stale. We apply the studied CRR approaches to produce
reviewer recommendations at several points in time. Then, we identify incorrect recom-
mendations, i.e., recommended reviewers who did not review the code. Next, we measure
the prevalence of stale recommendations in incorrect ones, and the ratio of all change-
sets (i.e., PRs) that have at least one stale recommendation since they can potentially be
impacted by stale recommendations.

4.3.2 Results

Stale recommendations frequently account for a considerable proportion of incorrect rec-
ommendations with an average of 12.59% of incorrect recommendations for non-naive ap-
proaches [09], i.e., CRR approaches that optimize the recommendation for multiple objec-
tives such as cHRev, Sofia, and WLRRec. Specifically, the average proportion of stale
recommendations to the incorrect ones over reviewer set sizes of one to three for LearnRec,
RetentionRec, cHRev, Sofia, and WLRRec is 97.13%, 0%, 12.03%, 8.33%, and 16.44%,
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variations for reviewer set sizes ranging from 1 to 3.

respectively, with the median share of 100%, 0%, 10.28%, 6.63%, and 14.73% across all
the studied periods. These proportions indicate that for all studied approaches, except for
RetentionRec, stale recommendations account for a non-negligible proportion of incorrect
recommendations. By exclusively suggesting contributors who exhibit a higher likelihood
of remaining engaged in the project, RetentionRec surpasses other existing CRR meth-
ods in terms of mitigating the issue of stale recommendations. However, RetentionRec’s
superiority in this aspect comes at the cost of imposing a significant workload on core

developers, rendering it impractical [69, 109].
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Figure 4.4: Prevalence of potentially impacted changesets by stale recommendations for
cHRev (left), Sofia (middle), and WLRRec (right) for each period (percentage).

The clarity of the impact of stale recommendations compared to other types of incorrect
recommendations warrants a closer inspection. Prior research indicates that the reviewers
of a changeset are not necessarily the optimal choices [95], whereas those who are recom-
mended but have not conducted the review often possess the necessary qualifications to
conduct the review [158]. Hence, it is not straightforward to identify the truly incorrect rec-
ommendations among the produced reviewer recommendations. Stale recommendations,
however, are unequivocally incorrect—they are unavailable to conduct the review. Fur-
thermore, in specific periods (e.g. last periods of Kubernetes project), the proportion of
stale recommendations becomes considerable, likely a factor that contributes to the nega-
tive feedback that was observed in previous studies [30, 185]. Therefore, mitigating stale
recommendations directly enhances the performance of CRR approaches and improves the
experience of teams that use them.

The size of the recommendation set has little influence on the proportion of stale rec-
ommendations, whereas the proportions vary substantially from one project to another.
Figure 4.3 shows the proportion of incorrect recommendations that are stale over time for
the three studied projects for reviewer set sizes from one to three. Each line shows the
proportion of stale recommendations that are not influenced by the recommendation set
size, whereas the project and CRR approach affect their proportion. While initial observa-
tions suggest reviewer set size does not influence the prevalence of stale reviewers, further
analysis of potentially affected changesets indicates otherwise. Reviewer set size impacts
the extent of affected changesets—a more important measure of stale reviewers’ potential
effect. Additionally, the figure indicates that project-specific factors, such as knowledge
turnover rates, have a substantial impact on stale reviewer rates.

A considerable proportion of changesets has at least one stale recommendation. Our
analysis reveals that up to 33.52%, 55.47%, and 69.18% of changesets include at least
one stale recommendation when recommendation sets are of length 1, 2, and 3, respec-
tively, with corresponding medians of 6.34%, 15.01%, and 23.36%. Figure 4.4 shows the
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proportion of changesets that include stale recommendations (Y-axis) over time (X-axis)
across the studied projects (horizontal grid) with recommendation lists of length 3. This
figure shows that the share of influenced changesets by stale recommendations tends to
grow over time in all settings, except in the Rust project where WLRRec is applied. This
difference is due to Rust’s lack of review invitation records. While this might occur in
real-world projects for various reasons, such as using alternative communication channels
for review requests or allowing reviewers to self-select changesets to review, we consider it
an interesting application of WLRRec to such projects rather than a threat to the validity
of WLRRec results for Rust. Nevertheless, this lack of information causes a divergence
between Rust and other projects when using WLRRec, which takes into account the ac-
cepted review invitation rate. Since the accepted invitation data is not available on Rust’s
GitHub, WLRRec does not perform as well. However, over time, other factors in the
WLRRec algorithm, such as Reviewing Experience and Familiarity, compensate for this
limitation. The results for reviewer set lengths of one to three are shown in Figure A.2.

e p
Stale recommendations represent a considerable and persistent issue within CRR sys-

tems, as evidenced by the median percentage of changesets containing at least one stale
recommendation, which ranges from 6.34%, 15.01%, to 23.36% for reviewer set lengths
of one, two, and three, respectively. This trend not only underscores their prevalence
but also suggests an increasing tendency over time, highlighting the shortcomings of
widely-used CRR systems with this regard. A deeper investigation is warranted to bet-

ter characterize their occurrences to quide the development of mitigation approaches.
\ y,

4.4 RQ1: The Prevalence of Stale Reviewers in Code
Reviewer Recommendations

In this section, we study the prevalence of stale recommendations that are produced by
our studied approaches.

4.4.1 Approach

We evaluate the recommendations for studied approaches over the quarterly periods with
recommendation lists of lengths one, two, and three. For each period, we compute the share
of stale recommendations over all the incorrect recommendations. To assess the quality
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of studied approaches, we propose the Recommender Adaptability Score (RAS) measure,
which gauges the approach’s ability to respond to developer turnover and consider only
active contributors:

A — A
RAS(CRR) = UC(CRRLcarnrec) — AUC(CRR)

B A UO(CRRLearnRec> - A UO(CRRRetentionRec)> (41>

AUC refers to the Area Under the Curve that plots the proportion of stale recommen-
dations against time (i.e., studied periods). We expect LearnRec and RetentionRec to
produce the worst and best performance (i.e., the largest and smallest possible AUC),
respectively. Therefore, the RAS calculates how much closer the CRR is to the optimal
(best) performance than to the worst performance. The RAS ranges between 0-1; higher
values indicate better performance.
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Figure 4.5: The proportions of stale to all recommendations (y-axis). The period numbers
are normalized, with zero representing the oldest period.

4.4.2 Results

Figure 4.5 shows the proportion of stale recommendations (Y axis) over time (X axis)
across the studied projects (Horizontal grid) for reviewer set length of one. The results

Table 4.2: Measured Recommender Adaptability Score (RAS) values for each setting. A
higher RAS indicates better adaptability to developer turnover.

Project Roslyn Rust Kubernetes
Reviewer set length 1 9 3 1 9 3 1 9 3
Approach
cHRev 0.9521 | 0.9448 | 0.9349 || 0.9356 | 0.9065 | 0.8902 || 0.9188 | 0.8945 | 0.8783
Sofia 0.9647 | 0.9595 | 0.9540 || 0.9632 | 0.9428 | 0.9313 || 0.9336 | 0.9135 | 0.8996
WLRRec 0.8280 | 0.8442 | 0.8466 | 0.8220 | 0.8041 | 0.8588 || 0.8757 | 0.8560 | 0.8676
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Figure 4.6: Developer expertise turnover rate for the studied periods over time. We consider
the first studied period to be zero in all projects.

when the length of the recommendation list is set to two and three are shown in Figure A.1
in Appendix A.

Stale recommendations account for up to 33.33% of all suggested reviewers with a me-
dian share of 8.3% of all of the recommendations. Figure 4.5 largely confirms previously
reported developer complaints [30], i.e., that CRR approaches often suggest stale review-
ers. CRR approaches, configuration settings, and periods have a considerable effect since
Figure 4.5 also shows that the proportion of stale recommendations can drop to as low
as 0.33%; however, even a minimal presence of stale recommendations—especially those
involving stale reviewers who have long since departed from the project—can erode de-
velopers’ trust in CRR systems, thereby affecting their usability. Additionally, reducing
the incidences of stale recommendations, even if they constitute a small proportion of the
recommendations at times, would certainly enhance the rate of correct recommendations,
unlike other types of recommendations which may have ambiguous implications [32, 48].

Considering the recency of candidate contributions enhances the quality of CRRs. We
find approaches that consider the recency of contributions outperform WLRRec, a CRR
approach that does not consider recency. Figure 4.5 indicates that RetentionRec is the
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best CRR approach with no stale recommendations, while LearnRec is the worst, provid-
ing stale recommendations in 80.39% of all the studied periods. The poor performance of
LearnRec in recommending active contributors can be attributed to its prioritization of
contributors with the greatest learning opportunity. This naive prioritization can lead to
sizable knowledge loss [09, 109]. Meanwhile, RetentionRec prioritizes the most active con-
tributors and is thus least prone to making stale recommendations; however, RetentionRec
tends to overburden core developers (by design).

The performance of Sofia and cHRev—CRR approaches intended for actual deployment—
falls in between these two extremes, with Sofia exhibiting a slight advantage over cHRev.
We suspect that this is due to Sofia’s use of RetentionRec to mitigate the risk of knowledge
loss. Both Sofia and cHRev consider recent contributions of candidates. In contrast, WL-
RRec employs a combination of candidates’ prior interactions, prior accepted review rate,
experience, and workload to rank reviewer candidates without considering the recency of
their contributions.

Table 4.2 shows the RAS scores of the studied approaches. LearnRec and RetentionRec
are not included in the table, as they are the benchmarks used to compare other CRR
approaches (worst and best performers, respectively). The median RAS scores of 0.9187,
0.9427, and 0.8466 for cHRev, Sofia, and WLRRec, respectively, suggest that they perform
more similarly to RetentionRec (optimal) than LearnRec (worst). Moreover, the RAS
obtained from Table 4.2 for cHRev, Sofia, and WLRRec exhibit a standard deviation of
0.0262, 0.0228, and 0.0181, respectively. This suggests that Sofia and cHRev are relatively
more susceptible to variations in the reviewer set size and project, as compared to WLRRec.

Abrupt changes in developer expertise turnover led to a delayed impact on the staleness
rate of CRRs, a trend observed across all projects analyzed. To explore further, Figure 4.6
plots the expertise turnover rate of the studied projects over quarterly periods. The figure
plots the ratio of previous contributions from developers who stopped contributing to the
project during each period against the total prior contributions from all developers who
were active by the end of the period. Period numbers are normalized to begin from zero to
simplify comparisons across projects. For example, in the Roslyn project, there is a decline
in the turnover rate between periods 2 and 3, followed by a steady increase until the end
of the timeframe with small peaks at periods 4 and 6, as depicted in Figure 4.6. In this
case, we observe a comparable trend in the proportion of stale recommendations, with a
gentler slope for both segments in Figure 4.5. The figure also shows two small peaks at
periods 5 and 8 with a delay from the expertise turnover peaks. The fluctuation of the
RAS scores for one CRR approach over different projects also confirms the resiliency of
the CRR approaches against developer expertise turnover. For Kubernetes and Roslyn,
the developer expertise turnover rate in Figure 4.6 shows an upward trend with a similar
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pattern of peaks occurring with 1 or 2 periods of delay in Figure 4.5. For the Rust project,
however, while the upward slope for the share of stale recommendations is not as steep
as the expertise turnover rate, we can still observe the impact of periods that have peak
turnover ratio, such as periods 9 and 13, in Figure 4.5 with 1-2 periods of delay in periods
11-12 and 14-15. The WLRRec approach exhibits weaker adherence to the trend. We
suspect this is because the Rust project does not keep any record of review invitations
(i.e., developers invited to review changesets). This lack of data profoundly impacts the
quality of recommendations generated by WLRRec since review invitations are part of its
objective function.

( )
Stale recommendations account for a considerable portion of the suggestions provided by
CRR approaches, accounting for up to 33.33% of the recommendations with a median
share of 8.3% of all of the recommendations that were produced. Although considering
the recency of the candidate’s contributions can partially mitigate the negative impact
of stale recommendations, the performance of cHRev concerning stale recommenda-
tions suggests that solely considering this metric cannot eliminate this type of incorrect
recommendation.

4.5 RQ2: The Distribution of Stale Recommenda-
tions Across Reviewers

In this section, we study the distribution of stale recommendations across the reviewers of
the studied projects.
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Figure 4.7: The share of top-3 reviewers’ recommendations of all stale recommendations for
cHRev (leftmost bar), Sofia (middle bar), and WLRRec (right bar) for studied quarterly
periods with reviewer set length of one.
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4.5.1 Approach

To study the distribution of stale recommendations, we calculate the proportion of stale
recommendations accumulated by each reviewer quarterly. We aim to analyze and justify
our observations to identify the most influential factors contributing to stale recommenda-
tions.

4.5.2 Results

Figure 4.7 shows the proportion of stale recommendations accumulated by the top-3 most
recommended reviewers to all stale recommendations for each quarterly period when the
recommendation list length is set to one. We normalize study period numbers to begin
from zero for easier comparisons. Results for recommendation list lengths two which are
shown in Figure A.3 in Appendix A.

A small number of reviewers account for a substantial proportion of the stale recom-
mendations. Figure 4.7 shows that in periods 2 and 3 of the Roslyn project, 100% of the
stale recommendations are in reference to three reviewers. On the other hand, Figure 4.7
also shows that the proportion of stale recommendations accumulated by the top-3 review-
ers can drop as low as 0.072 (i.e., in normalized period eight of the Kubernetes project).
Moreover, in 15.31% of evaluated quarterly periods, over half of the stale recommendations
are accumulated by the top-3 reviewers.
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Figure 4.8 shows that a few reviewers constitute most of the stale recommendations in
the periods of the Roslyn project when Sofia is applied. To enhance the quality of CRRs,
these reviewers can be excluded from the candidate list. Similar trends were observed in
other projects. These results are shown in Figure A.4 in Appendix A.

The proportion of stale recommendations that the top reviewers accumulate tends to
decrease as projects age. Figure 4.7 shows that the proportion of stale recommendations
for the top-3 reviewers diminishes over time. For instance, when Sofia is applied, this
proportion decreases from 75.00%, 64.29%, and 40.00% in period 0 to 55.26%, 38.89%,
and 22.91% in the final studied periods of Roslyn, Rust, and Kubernetes, respectively.
Moreover, the periods in between show a decreasing trend.

CRR approaches frequently recommend a small number of reviewers who stopped con-
tributing to the project based on their prior contributions. Although the proportion of
such reviewers decreases over time as experienced contributors leave the project, remov-
ing them has the potential to considerably enhance the perceived quality of the CRRs.

4.6 RQ3: The Lingering effect of stale reviewer rec-
ommendations

In this section, we study how long contributors who left a project linger in suggestion lists.

4.6.1 Approach

To calculate the duration of a lingering stale recommendation, we measure the time be-
tween the last contribution and subsequent recommendations of the reviewer. We conduct
experiments for studied projects, and assess the consistency and impact of each variable on
the duration of lingering stale recommendations. Our findings exclude the LearnRec and
RetentionRec approaches since they are considered baseline approaches and are unlikely
to be adopted in practice.
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4.6.2 Results

There exist reviewers who persist in the recommendation list of CRR approaches for up to
7.7 years, with a median time of 7 months and 21 days. Figure 4.9 shows the distribution
of the elapsed time (in days) between the departure of reviewers and their subsequent stale
recommendations for all the recommendations over specific quarterly periods. Among the
studied projects, the upper bounds of the distributions tend to increase. This suggests that
the evaluated CRR approaches do not effectively prune their candidate pool over time to
eliminate stale recommendations, even though some consider the recency of their contribu-
tions. While some may argue that the responsibility of identifying potential reviewers lies
with those who are familiar with the current team, this task becomes increasingly challeng-
ing as teams grow, particularly in the context of open-source projects or when developers
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switch teams internally. For instance, we encountered cases in the Roslyn project where
developers moved from Roslyn to Office 365 and other teams within Microsoft. These
complexities and barriers indicate that CRR approaches could be used to effectively prune
the pool of potential reviewers.

Indeed, contributors who have left a project may be recommended by CRR approaches
long after they have left the project. For example, PR #65216 of the Kubernetes project,
both cHRev and Sofia recommend developer M when the reviewing set length is set to
three. Developer M both joined and left the project in 2014. Nevertheless, upon submission
of PR #65216 (more than 3.5 years later), M was recommended as a reviewer due to the
extensive contributions to the file ”pkg/util /iptables/iptables.go”.

In another example (Roslyn PR#33501) cHRev recommends three reviewers, including
developer H, who participated in Roslyn’s code development from June 2014 to September
2018. In determining H'’s score, contributions and workdays each equally account for 30%
of cHRev’s score. The remaining 40% of the score weight is determined by the recency of
the contribution. Meanwhile, Sofia deems this changeset at a high risk of turnover-induced
knowledge loss and recommends candidates who are actively involved in the project’s
development. Thus, Sofia does not make any stale recommendations for this changeset.
The WLRRec’s recommendation for this PR is primarily influenced by previous interactions
with the code’s author and, as such, it only makes one stale recommendation when the
length of the recommendation list is set to three.

The lingering attribute of stale recommendations differs among CRR approaches, influ-
enced by their objective functions. CHRev shows the highest staleness (median staleness
of 245 to 279 days) across the projects under scrutiny, with Sofia performing slightly bet-
ter (median staleness of 201 to 258 days). WLRRec presents the lowest median staleness
in Roslyn and Kubernetes (160 and 203 days), but the highest in Rust (371 days). We
suspect that these differences are explained by the focus of cHRev on maximizing exper-
tise, which can overshadow the recency, leading to stale recommendations. Sofia is similar
to cHRev, but includes an adjustment for knowledge turnover risks, and uses Retention-
Rec to recommend active reviewers in high-risk changes. By considering social dynamics
and reviewer request responsiveness, WLRRec provides a more balanced recommendation
distribution in the Roslyn and Rust project. Rust’s poor performance (371 days median
staleness) likely stems from missing review request responsiveness records, underscoring
this feature’s importance in countering lingering stale recommendations.

As projects age, CRR approaches tend to accrue a larger candidate list without pruning
those who have left the project. This exacerbates the impact of top reviewers who left a
project many periods ago. CRR approaches with high reliance on the expertise of
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the candidates (e.g., cHRev) are especially prone to this problem. As Figure 4.9 suggests,
some of the reviewers may remain on the candidate list for a long time. These developers
are most likely stuck in the candidate list due to their experience and prior contributions
to important modules, which may degrade the performance of CRR approaches over time.
Figure 4.10 shows this distribution for the top-3 reviewers over quarterly periods when the
reviewer set length is set to one and confirms the increasing tendency of the longevity of
the lingering duration over time. The results for reviewer set lengths two and three also
follow the same trend which can be seen in Figure A.5 in Appendix A.

Sudden declines in the staleness of the top-3 reviewers are linked to increased release
frequencies paired with a surge in new file additions, followed by high developer expertise
turnover. This pattern is evident in periods 15 and 16 for Roslyn and 12 and 13 for
Kubernetes, as shown in Figure 7. Our analysis indicates that these declines in the lingering
days of the top-3 stale reviewers occur after periods marked by heightened release activities,
new file additions, and developer turnover. New releases are often accompanied by a
spike in bugs or feature requests that are related to newly added files, necessitating the
involvement of developers who are familiar with those files. Suppose these developers have
recently left the project. In that case, they are likely to be recommended, thereby reducing
the lingering days of the top-3 stale reviewers by suggesting those who worked on those
releases. For Roslyn, this effect can be observed with an increase in new files in PRs and
a peak in release rates between periods 12 to 15. This is coupled with an increase in
developer turnover that peaks during periods 14 and 16. Consequently, a noticeable drop
for top-3 developer lingering days occurs between periods 15 to 16. In Kubernetes, the
drop occurs between periods 12 and 13, triggered by a spike in developer turnover in period
11 and a high release rate compared to the median rate of all releases from periods 9 to
12, with an increase in new file additions in PRs from periods 8 to 11. The Rust project
does not exhibit such concurrent events; hence, there is no similar decline in lingering days
for its top-3 stale reviewers. Further detail of these rates and analyses are available in
Figures figs. A.6 to A.9 in Appendix A.

Comparing our latest findings with our previous research question shows that while
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the proportion of top-3 reviewers may decrease over time, their residual effect tends to
increase. This highlights the need to remove the top reviewers who have left the project
from candidate pools to address the lingering effect present in CRR approaches.

4 R
CRR approaches make stale recommendations frequently, even years after contributors

have left a project. While the percentage of the top reviewers of all the stale recommen-
dations may decrease over time, their residual effect tends to increase. Regular pruning
of the candidate pool could provide a reliable way to improve the perceived quality of

reviewer recommendations.
\_ J

4.7 Mitigation Plan

Based on our findings, we propose to incorporate the recency of developer contributions
and filter out stale reviewers as a new stage for CRR approaches. This filter can ensure
that the recency factor is not overshadowed by other variables, and can integrate with
existing CRR approaches.

4.7.1 Approach

We propose a time-based filtering stage that excludes developers from the recommendation
list if they have not contributed within a specified timeframe (PoontributionGap)- We assess
the effect of different Poontributioncap durations—one year, six months, three months, and
one month—on the performance of each approach to reveal the potential impact of applying
the proposed factor and its effectiveness on studied approaches and projects. To this end,
we apply the filter across these intervals and measure the metrics below:

Staleness Reduction Ratio (SRR) quantifies the improvement in recommendation staleness
of a CRR approach upon integrating our time-based filter. SRR is calculated as the relative
increase in the proportion of all the recommendations:

SSRNO Filter — SSRTime—based Filter

SRR =
SSRNO Filter

(4.2)

S'S RNo Fitter and SS Rrime-based Filter T€Present the original staleness without, and with the
filter applied, respectively.

48



Developers” Work Load Ratio (DWLR), inspired by prior work [109], evaluates the potential
workload on non-stale recommended reviewers should they accept all recommendations.
Workload is estimated using the reviewer’s share of total review tasks.

F1-Score assesses the performance of the proposed filter in predicting stale recommenda-
tions. In this context, true positives are correctly replaced stale recommendations, false
positives are non-stale recommendations mistakenly replaced, true negatives are non-stale
recommendations accurately left unchanged, and false negatives are stale recommendations
that were not identified and thus remained.

Present Reviewers Ezpertise (PRE) assesses the impact of the time-based filter on the
expertise level of non-stale recommended reviewers. For each PR, after excluding stale
reviewers, we measure the expertise of remaining recommended reviewers based on their
prior contributions to the files involved in the PR. Expertise is defined following the for-
mulation of Mirsaeedi and Rigby [109], i.e., focusing on the proportion of modified files
which previously contributed to by the reviewer before the submission of the PR.

4.7.2 Results

SRR decreased substantially, with reductions ranging from 21.44% to 92.16% for cHRev,
22.42% to 92.39% for Sofia, and 21.62% to 89.45% for WLRRec. Remarkably, this filter
also enabled LearnRec, a naive baseline approach, to reduce stale recommendation rates
by 19.93% to 92.48%. Thus, the time-based filter successfully achieves its primary goal of
substantially lowering stale recommendations.

Reducing PcontrivutionGap €nhances SRR but restricts the pool of available reviewers,
thereby increasing the workload for active contributors. As anticipated, narrowing the in-
terval for recent contributions can exclude active contributors, potentially increasing the
workload for other developers. The median Developers’ Work Load Ratio (DWLR) for the
top-3 most recommended non-stale reviewers across studied periods increases with shorter
PeontributionGap intervals—~8.33%-13.33% for 1 year, 9.69%-15% for 6 months, 11.11%-16.67%
for 3 months, and 13.41%-19.14% for 1 month, compared to 6.59%12.29% without the
filter. This trend highlights the trade-off in setting Peontributioncap values for the time-based
filter.

The time-based filter considerably improves CRR approaches that overlook contribution
recency or seek recommendation diversity, with F1-Scores ranging from 0.0254-0.189/ for
cHRev, 0.0196-0.1560 for Sofia, and 0.2611-0.3587 for WLRRec. The time-based filter
excels in contexts with higher stale recommendation rates. For cHRev and Sofia, the
high precision shows that the time-based filter effectively identifies long standing stale
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reviewers, but struggles with recent stale ones, hindering their recall due to low rates of
stale recommendations. In contrast, WLRRec suffers from a lower precision, but enjoys a
higher recall, due to its higher rate of stale recommendations. LearnRec benefits across
both metrics, indicating the filter’s broad applicability for this baseline approach.

Applying the proposed filter to CRR approaches maintains or improves the expertise
of mon-stale recommended reviewers in our studied cases. The median Present Review-
ers Expertise (PRE) by cHRev and Sofia remains unchanged, while their mean expertise
increases slightly, ranging from 0.73%-2.44% for cHRev and 0.70%-2.30% for Sofia. Con-
versely, WLRRec shows a notable median PRE improvement of 16.66%-40%, with mean
expertise rising by 3.32%-10.64%. This enhancement results from the filter’s exclusion
of stale reviewers, thus increasing the likelihood of selecting reviewers with relevant ex-
pertise. Further analysis with the Wilcoxon signed-rank test shows significant changes
in the distribution of PRE across settings, except for WLRRec over a 1-year interval in
Roslyn for reviewer sets one and two, and Kubernetes for set three, highlighting significant
impact of the time-based filter on reviewer selection. WLRRec’s behavior over a 1-year
interval is likely linked to stale recommendations from reviewers unfamiliar with modified
files but who have recent interactions with the author and a high review invitation respon-
siveness. The recency of these interactions means the 1-year filter has little effect on these
recommendations.

Detailed measurements for each experiment are available in Appendix A.

e N
Filtering out inactive developers does not compromise recommendation quality; it ac-

tually enhances the expertise of the available recommended reviewers, with median 1m-
provements of PRE ranging from 0.73% to 10.64% across studied approaches. However,
it may impose an additional workload on active reviewers. Thus, selecting an optimal
cut-off interval is essential to minimize stale recommendations without overburdening

developers by excluding too many potential reviewers.
\_ J

4.8 Threats to Validity

Construct Validity. In this chapter, we explore stale recommendations in CRR ap-
proaches, defining staleness as the interval between a developer’s last contribution and
subsequent recommendations. Because exact departure times are not usually documented,
we should estimate the developer departure. We approximate the developer departure as
one day after their last contribution if there has been no activity for at least 180 days.

20



While this method may threaten the construct validity of our study, it is a widely accepted
approximation in prior research [, 92, 111].

Internal Validity. Contributors labelled as stale reviewers may be only taking a tempo-
rary hiatus. The last two quarterly periods are removed from the analysis to mitigate this
threat, i.e., the shortest period of absence that will cause us to label a reviewer as stale is
six months. We may also mislabel a recommendation as stale if it occurs shortly after the
reviewer’s last contribution, even though they remain active. However, we find that such
instances are rare. In the Roslyn project, stale recommendations for reviewers who de-
parted within one day, one week, and one month of their last contribution comprised only
0.38%, 2.26%, and 7.94% of all stale reviewers, respectively. In Rust, the corresponding
percentages were 0.32%, 2.17%, and 7.7%, and in Kubernetes, 0.37%, 3.13%, and 10.89%,
indicating that these cases represent a small proportion of all stale recommendations.

External Validity. Although we study five different CRR approaches, the outcome of our
analysis may not generalize to all settings. However, our findings highlight the degree to
which current approaches are susceptible to stale recommendations and their characteristics
for three studied projects of varying scales and domains. Including more projects could
enhance the external validity of our results; however, running our simulations takes several
days per project which means extending the dataset would require a large quantity of
computational resources. Nevertheless, replication of the study in other contexts may
prove fruitful.

4.9 Conclusions and Lessons Learned

CRR approaches have been criticized for producing unactionable recommendations [50,

]. Stale recommendations (i.e., recommended reviewers who no longer contribute to
the project) are a concrete type of incorrect recommendations that hinder CRR perfor-
mance and erode developer trust, especially when the recommended reviewer has long
abandoned the project. Since stale reviewers can no longer effectively contribute to the
project, they are truly incorrect recommendations, providing a unique opportunity for im-
provement. Therefore, in this chapter, we examine three projects using five different CRR
approaches to understand their nature. Our investigation focuses on the prevalence of
these recommendations (Section 4.4), the distribution of stale reviewers (Section 4.5), and
the duration for which stale reviewers continue to appear in recommendations (Section
4.6). From our findings, we derive the following actionable insights for both practitioners
and developers of CRR tools:
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e We recommend that practitioners configure their CRR systems to gener-
ate a larger number of recommendations than they may need. This method
acknowledges the inherent tendency of CRR systems to suggest stale reviewers to
varying extents (as discussed in RQ1) and mitigates the issue by providing addi-
tional reviewer options, thereby reducing the likelihood of being affected by stale
recommendations. This strategy, however, does not counteract the erosion of trust
that is associated with recommending stale reviewers who have left the project.

e The effect of stale recommendations is particularly substantial when ex-
perienced developers leave, as the proportion of stale recommendations
among all CRRs is directly influenced by the rate of expertise turnover
(as shown in RQ1). Consequently, for projects facing an exodus of experienced
developers, we advise (1) employing CRR approaches that emphasize the recent
contributions of reviewers, such as Sofia; and (2) whenever feasible, tuning the hy-
perparameters of CRR systems to weigh the contribution recency more prominently.

e Our findings suggest that the recency of developer activities should be
incorporated as a stage before recommendations are generated. Doing so
can mitigate the predominance of other factors, such as developer expertise, that may
overshadow the recency of developer contributions. We observe a positive effect in
approaches like cHRev and Sofia, where considering developer recency as a separate
preparatory stage reduces the likelihood of stale recommendations by 19.93%-92.48%,
depending on the cut-off parameter of the filter, and the project and CRR approach
under scrutiny.

e Identifying and replacing frequently recommended stale reviewers are cru-
cial. Throughout our study, we noted instances where pinpointing the top-3 stale
reviewers and substituting them with active developers reduces incidences of stale
recommendations by up to 22.10% overall, with medians over the studied periods
of 37.16%, 32.62%, 17.01% for the cHRev, Sofia, and WLRRec approaches, respec-
tively. Therefore, identifying frequently recommended stale reviewers and removing
them from the pool of available developers can alleviate the general staleness issue.

e Implementing a threshold for the latest reviewer contribution can help
mitigate the issue. Our analysis reveals that CRR approaches like cHRev, Sofia,
WLRRec, and LearnRec allow stale reviewers to persist over extended periods of
time. This trend worsens as projects mature, as evidenced by the increasing distri-
bution of lingering time among recommendations (Figure 4.9). To counteract this,
we propose implementing a maximum threshold for the latest reviewer contribution.
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Doing so will reduce the effect of recommendations drifting away from the active
pool of developers. Our evaluation of various intervals indicates a trade-off between
the developers” workload and the staleness of recommendation while having either a
positive or negligible impact on the knowledge of non-stale reviewers. Unfortunately,
it is not possible to recommend one best cut-off interval to mitigate staleness due
to the contribution of various factors, such as knowledge turnover rate. However,
our findings can help orient practitioners to obtain more useful recommendations in
their specific circumstances. Using this mitigation strategy, one can strike a balance
between the potential for sharing task knowledge between stale reviewers and active
developers and their decreasing likelihood of responding as the time since their latest
contribution grows.

4.10 Chapter Summary

In this chapter, we explore the challenge of using CRR systems with stale reviewer rec-
ommendations. We demonstrate that CRR systems are negatively impacted by this issue
and require a pre-filtering stage for mitigation. While staleness can immediately affect
code review velocity, not all challenges faced by CRR systems have such an immediate
impact. In the next chapter, we address a different challenge that gradually degrade the
defect-proneness of project.
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Chapter 5

Exploring the Notion of Risk in Code
Reviewer Recommendation

Note. An earlier version of the work in this chapter appears in the Proceedings of the
International Conference on Software Maintenance and Evolution (ICSME 2022), [69].

5.1 Introduction

Finding reviewers with the time to review a code change and familiarity with the modified
subsystems has been a challenge in organizations who adopt code review [1383, |. This
is especially the case for large organizations with hundreds of developers. In such organiza-
tions, the authors of a changeset may not yet have a professional relationship with the team
responsible for overseeing the development of all of the components that they have changed.
Therefore, they may request someone to review the changeset who are either too busy, or
lack the necessary familiarity to review their proposed change. Unfortunately, this mean
that the time-to-merge would increase and the Pull Request (PR) may be abandoned [73].
While Code Reviewer Recommendation (CRR) approaches aim to help stakeholders to find
suitable reviewers [171], it would be hard to assess the performance of the recommendation
concerning their impact on aspects like project safety, i.e. have a lower number of bugs in
the project.. As a result, CRR systems often suggest obvious choices and add little value
to the projects [30)].

Conventional reviewer recommendation studies evaluated their proposed approaches
against historical records, i.e., who performed each task in the past [175]. However, more
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recent work explores how recommendation approaches can be used to balance quantities
of interest [109, ]. These approaches consider previous interactions of the candidates
with the modified files, the workload of the candidates at the time of the code review, and
previous interactions between the developers in the project. Candidate reviewers are then
ranked based on these metrics, and top-ranked candidates are suggested to decision-makers.

The results from previous studies suggest reviewers who share properties with those
who performed similar reviews in the past and improve evaluation metrics such as files at
risk. While the measures that have been proposed by previous studies align with important
dimensions, the risk of defect proneness has not been explored. The risk of defect proneness
of a code change indicates how probable it is for the change to induce fixes in the future.
As an intervention, changes with a high risk of inducing future fixes may be assigned to
subject matter experts for review. Prior work suggests that subject matter experts may
be more adept at identifying problems during the review process [77, ]. However, this
intervention is likely to impose a greater burden on key team members.

In this thesis, we take the position that an ideal recommendation approach should
balance the trade-off between the burden on expert reviewers and the risk of defect prone-
ness. Therefore, we set out to incorporate defect proneness in the reviewer recommendation
process. More specifically, we set out to address the following research questions:

RQ1 How do existing code reviewer recommenders perform with respect to
the risk of inducing future fixes?
Motivation: Every code change induces some degree of risk. The degree of risk varies
based on the change and its domain [157]. A key goal of the code review process
is assessing and mitigating the risk of introducing defects during or shortly after
the code integration process [30]. It is crucial to involve subject matter experts in
the review process to achieve that goal. Otherwise, if non-experts review high-risk
tasks, defects may slip through the integration process. Thus, we first set out to
understand how well existing reviewing assignments and CRR-based reassignments
perform in terms of risk mitigation.
Results: We observe an inherent trade-off between our studied quantities of interest.
For instance, the RetentionRec recommender — a reviewer recommendation approach
proposed to minimize the risk of developer turnover-based knowledge loss while
ignoring other quantities of interest — reduces files at risk by up to 23.89% with
respect to the reviewers who have already performed the review. On the other
hand, RetentionRec underperforms in terms of the Changeset Safety Ratio (CSR)
— a measure that we propose to indicate the performance of a recommendation
approach concerning the safety of the code change process — by 4.56% to 37.07%.
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RQ2

RQ3

How can the risk of fix-inducing code changes be effectively balanced with
other quantities of interest?

Motivation: Optimizing for other quantities of interests, such as Files at Risk of
turnover (FaR), without considering defect proneness is unlikely to perform well due
to the inherent trade-offs discovered in RQ1. Therefore, an approach is needed to
incorporate defect proneness in recommendation decisions without overly disrupting
other quantities of interest. To that end, we propose CSR — a reviewer recommen-
dation approach that aims to incorporate defect risk into recommendations — and
set out to evaluate how well it performs.

Results: Our experiments indicate that CSR increases the expertise of reviewers as-
signed to reviews by 12.48% and the CSR by 80.00% while reducing FaR by -19.39%
and only increasing the core development team workload by 0.93%. Moreover, we
find that project or team-specific tolerance of risk can be incorporated by adjusting
the threshold Pp, which is the threshold of the likelihood of fix-inducing PRs at
which changes are deemed risky enough to require intervention. The effective Pp
interval is defined as the change interval for which the performance of the CSR is
impacted. For instance, in Roslyn, the effective interval of Pp is 0 - 1; however, the
effective interval of Pp is 0 - 0.3 and 0 - 0.1 for the Kubernetes and Rust projects,
respectively. Thus, Pp must be calibrated to its effective range for CSR to achieve
optimal results.

How can we identify an effective fix-inducing likelihood threshold (Pp)
interval for a given project?

Motivation: The performance of CSR depends on the Pp setting. Pp itself is depen-
dent on a project’s past defect proneness. Moreover, different projects may assign
different weights to the importance of defect proneness. Therefore, we set out to
propose approaches to support stakeholders in tuning Pp to an appropriate value
for their development context.

Results: We propose static, normalization, and dynamic approaches to tune the
value of Pp. Results that explore Pp settings in risk-averse, risk-tolerant, and bal-
anced contexts indicate that the proposed methods affect the performance of CSR
significantly. Moreover, the dynamic method outperforms the others in risk-averse
and balanced contexts to a statistically significant (Conover’s Test, a < 0.05) and
practically significant degree (Kendall’'s W = 0.0727 - 0.543, small - large).
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Table 5.1: The detail of dataset used to evaluate the proposed method (based on the prior
work of Mirsaeed et al. [109]).

Name Files | Review PRs | Years Developers
Roslyn 12,313 8,646 5) 469
Rust 12,472 17,499 9 2,720
Kubernetes | 12,792 32,400 ) 2,617

5.2 Studied Datasets

In this section, we present the sources of data and the projects used to conduct our study
and the rationale for their selection.

Data Source. To evaluate CSR, we seek to ground our analysis in a comparison to previ-
ous multi-objective reviewer recommenders [109]. Therefore, to obtain a fair comparison,
we begin with the same subject systems that Mirsaeedi and Rigby studied [109]. However,
two of these projects, CoreFx and CoreCLR have been since merged with the .Net Run-
time project. Due to this migration, Commit Guru was unable to obtain the necessary
information for the prediction model and rendered us unable to process the master branch
for possible fix-inducing commits. As a result, we omit CoreFx and CoreCLR, focusing our
analysis on Rust, Kubernetes, and Roslyn. Rust and Kubernetes are community-driven
projects, and Roslyn is an industry project developed openly on GitHub. These projects
are well-established (more than four years old) with more than 10K PRs. Kubernetes has
had a significant impact on cloud computing platforms with more than 3.1K contributors.
Roslyn, with 524 contributors, is an open source .NET compiler platform for languages such
as C# and VB. Finally, Rust, with 3.8K contributors, is a multi-paradigm, general-purpose
programming language. Further details of these projects are listed in Table 5.1.

Data Collection. We begin our data collection process by downloading the relevant
details from the replication package provided by Mirsaeedi and Rigby [108]. The shared
data includes commits, files that have been modified in each commit, developers involved
in a PR, a list of developers and reviewers of each PR, and developers’ interaction with the
PR. To perform defect analysis, our approach requires a list of the commits that comprise
each of the PRs. Moreover, we need to compute the measures listed in Table 5.2 to train
our defect prediction model. We use the GitHub API to gather the additional data for
each PR in the data set. We did not use the commits of a PR to calculate additions
and deletions since they might have cancelled each other out (e.g., one line added in one
commit could be removed in the next commit of the same PR). Instead, we calculate the
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net number of additions and deletions extracted directly for each of the PRs.

Table 5.2: The risk measures produced by Commit Guru which is used in this chapter to
predict fix-inducing PRs (from Kamei et al. study [65]).

Dim. | Name Definition PR Calculation Approach
- NS Number of modified subsystems Calculated from the changed files’ paths
’% ND Number of modified directories Calculated from the changed files’ paths
'&g NF Number of modified files Calculated from the changed files’ paths
Entropy Distribution of modified code across each file Averaged over commits’ entropy
. LA Lines of code added Extracted from the GitHub API
7 LD Lines of code deleted Extracted from the GitHub API
LT Lines of code in a file before the change Averaged over commits’ LT
B NDEV | Number of developers that changed the modified files Averaged over commits’ NDEV
E AGE Average elapsed time since the last change of files Averaged over commits’ AGE
NUC Number of unique changes to the modified files Averaged over commits’ NUC
% EXP Developer experience Averaged over commits’ EXP
E REXP Recent developer experience Averaged over commits’ REXP
& SEXP Developer experience on a subsystem Averaged over commits’ SEXP

5.3 Study Design

This chapter is comprised of two parts: (1) identifying fix-inducing PRs and (2) evaluating
reviewer recommendation approaches. This section describes each part of our study and
explains the rationale behind our design decisions.

5.3.1 Identifying and Predicting Fix-Inducing Pull Requests
Because our approach aims to incorporate the notion of risk in the recommendation process,

identifying fix-inducing PRs with which to evaluate our approach is an important part of
the study. In this chapter, we operationalize risk by mining the repositories of the studied
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projects for defect-fixing, and fix-inducing commits using Commit Guru [136]. Figure 5.1
provides an overview of our discovery process for risky PRs.

Step1: FExtract defect prediction data

We first apply Commit Guru [136] to the studied repositories in order to produce data sets
of fix-inducing commits, as well as a popular set of measures for their prediction. Commit
Guru clones each repository, computes commit-level measures that share a relationship
with risk (e.g. patch size, diffusion), and applies the SZZ algorithm [115] to identify which
historical commits have induced future fixes. Finally, a logistic regression model is fit to
estimate the riskiness of code changes. Table 5.2 shows the set of used risk measures.

Although studies by Quach et al. showed some of the limitations of SZZ ([123, 121]),
its output is still an indicator of bug-inducing probability. Moreover, we decided not to
use manually verified bug datasets such as the one by Rodriguez-Perez et al. [135] as we

wanted to view the effects of the recommendation approaches in their natural habitat,
which would normally be automated and include tools such as SZZ.

Step2: Train and test PR-level risk model

We use the risk measures extracted by Commit Guru to train defect prediction models.
A logistic regression method is used to train the model for each quarter (three months).
The three-month time interval is based on similar studies, like Mirsaeedi and Rigby [109],
and retraining this period length setting allows us to extend reviewer recommendation
approaches to incorporate risk and more directly compare results. Moreover, updating the
prediction model in short (three months) intervals has been recommended to counteract
concept drift [37]. This step is decomposed into the following tasks:
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1. Data preprocessing. Before training the models, data must be preprocessed to
counteract biases. First, we standardize the risk measures since their magnitudes
vary broadly. We use Scikit StandardScaler! to transpose all risk measures’ values
to have zero mean and unit variance. Then, we identify highly correlated measures,
as they affect the model’s performance. To this end, we calculate pairwise Pearson
correlation (p) between each pair of risk measures. As suggested by Tay [150], any
pair of risk measures with |p| > 0.6 is considered to have too much similarity to
include in the same model fit. In such cases, we remove all the measures but one
(Based on their order of appearance as listed in Table 5.2).

2. Fit defect prediction model. Once the data has been preprocessed, we use the
data to fit a logistic regression model for every quarter using the previous quarters’
data. The model then estimates the likelihood that each code change will be fix-
inducing in the following quarters.

3. Aggregate risk estimates to the level of PRs. Using the trained models, we
estimate the riskiness of each PR by aggregating the risk measures across all of the
PR changes. We use the PR’s commits risk measures to calculate the risk measures
for a PR. Table 5.2 has a brief explanation of how each of these risk measures is
calculated from the set of commits belonging to a PR. Using the PR risk measures,
the model estimates the PR’s likelihood of inducing a future fix. We use the balanced
accuracy performance measure to evaluate the performance of our models since our
datasets are inherently imbalanced, i.e. there are more non-fix-inducing PRs than
fix-inducing PRs. The median balanced accuracy over different periods for Roslyn,
Rust, and Kubernetes projects are 75.9%, 50%, and 97.5%, respectively.

5.3.2 Ranking Potential Reviewers of a Pull Request

As the next step, we use the fix-inducing likelihood of the PR and its risk measures to
suggest reviewers for each PR. We evaluate seven baseline approaches (RQ1) as well as our
proposed method, CSR (RQ2). We describe the baseline approaches below, and describe
CSR in Section 5.5.2.

thttps://scikit-learn.org/stable/modules/generated /sklearn.preprocessing
.StandardScaler.html
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AuthorshipRec

Suggested by Mockus and Herbsleb [112], the authorship of a file is an important factor
when assigning software experts to (reviewing) tasks. Bird et al. [10] formulated the
AuthorshipRec in their paper based on the proportion of the files that a developer modified
prior to the PR.

RevOwnRec

Thongtanunam et al. [153] suggested a new reviewer recommender based on the develop-
ers’ previous review history. The rationale was that the project code reviewers for each
project subsystem are constant most of the time. Similarly to AuthorshipRec, RevOwn-
Rec considers the proportion of a developer’s reviews or modifications relative to all of the
reviews and modifications in a PR.

cHRev Recommender

The cHRev recommender [183] is a popular conventional reviewer recommender. When
ranking developers as potential candidates of a code change, cHRev considers the devel-
oper’s expertise from previous reviews as well as the recency of the contributions. To rate
the fit of a developer D for reviewing a file F', the zFactor was used:

xFactor(D, F) = o + T + T, T+ 1 (5.1)
Where Cy, Wy, and T represent the number of review comments, the number of workdays
that D commented on the file’s reviews, and the most recent day that D worked on F,
respectively. The prime versions of the variables in the denominator represent the total
number used to normalize the output. Then, the fit for each developer is estimated using
the summation of the xFactor for all the files in the code change.

LearnRec

The LearnRec recommender is designed to distribute knowledge among team members.
LearnRec suggests developers who are poised to learn the most from reviewing a PR.
ReviewerKnows has been suggested as a way to measure how knowledgeable a potential
reviewer is about a review request [109]. The ReviewerKnows estimates how familiar a
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developer would be with the modified files of a review request. It is usually favourable to
distribute the knowledge among developers in repositories to mitigate any loss of knowledge
if any developer leaves the project. To this end, LearnRec is formulated by subtracting
ReviewerKnows from one, which estimates how much a developer can learn by reviewing
a PR. This metric can be used to create a reviewer recommender that distributes the
knowledge among the project developers by assigning the review to the developer with the
largest LearnRec.

RetentionRec

Although LearnRec seems like a reasonable choice to prevent knowledge loss, in reality,
many developers do not contribute to a project over a long time [187]. Those who stand to
learn the most may leave the project before that knowledge can be put to use. To mitigate
this issue, contribution ratio and consistency ratio have been proposed. The contribution
ratio for a developer is the proportion of contributions during the previous particular period
of time (e.g., one year) for which the contributor is responsible. The consistency ratio is
the proportion of sub-periods (e.g., months) that the developer was actively contributing to
the project throughout a study period (e.g., year). As developers become more consistent
or more (proportionally) active, the RetentionRec increases, suggesting that it is less likely
that they will leave the project.

TurnoverRec

Mirsaeedi and Rigby [109] multiplied RetentionRec and LearnRec and created TurnoverRec.
This recommender helps with distributing knowledge among the more active members of
the development team. Recommending reviewers based on this measure minimizes the
risk of turnover-induced knowledge loss caused by developers leaving the company by
distributing knowledge among active members.

Sofia
Sofia [109] is a combination of TurnoverRec and cHRev whose objective is to distribute

knowledge among the more active team members whenever files with a large risk of knowl-
edge loss are present in a PR. The scoring function used for the developer (D) and the
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code change R is:

{cHRev(D, R), if |knowledgeable(f)| < d, anyf|f € R (5.2)

TurnoverRec(D, R), otherwise

We consider d=2 in this equation, similar to the original work by Mirsaeedi and Righy
[109], to prevent any knowledge loss by leaving one developer from the team.

5.3.3 Recommendation Component

We apply these reviewer recommender to our datasets and calculate the recommenders’
scores for all the candidate reviewers. We then rank potential candidates based on the
scores. Configurable parameters include the number of reviewers per PR and the maximum
number of files per PR for the reviewer’s knowledge. For the purposes of this study, we
choose only the top suggested candidate per PR and randomly replace it with one of the
actual reviewers (to match prior work [109]). We only consider PRs with less than 100 files
and do not associate the PR with developers’ knowledge otherwise regarding maximum

files per PR. It is because one developer cannot perceive large code changes as argued by
Bird et al. [132].

5.4 Evaluation Setup

In this section, we describe the evaluation metrics used to assess the performance of re-
viewer recommenders and our rationale for selecting those metrics. As explained in Sec-
tion 2, conventional recommendation approaches aim to recommend the reviewers who
performed the task [9, 50, , |. However, Kovalenko et al. [30], suggest that recom-
mending the reviewer who reviewed a PR provides little value to the project. Furthermore,
there exist many qualified developers who may not have reviewed PR but would have been
comfortable doing so [17]. Conventional evaluation methods consider these recommenda-
tions incorrect and penalize the recommenders for making such suggestions.

To assess the effect of a recommendation approach on the mitigation of the risk of fix-
inducing PRs, we leverage the simulation approach presented by Mirsaeedi and Rigby [109].
These measures quantify previously discussed aspects of the reviewer recommendation
process and estimate the performance of a reviewer recommender through history-based
simulation. We run simulations for the selected projects and compare the outcome of the
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recommenders with one another with respect to the evaluation measures. We expand the
set of evaluation measures proposed by Mirsaeedi and Rigby [109] to incorporate the CSR
— a cumulative measure of the risk of fix-inducing changes in a given period of time. These
measures originated from the challenges and expectations of the researchers who studied
the code review process and recommendation approaches prior to this study [6].

In the remainder of this section, we explain each of the recommendation evaluation
measures we employ in this chapter.

Expertise. Expertise of the reviewers assesses the recommended reviewers by the expertise
that they have in the PRs they have been tasked to review. It is the primary evaluation

criterion used in past studies [25, 74]. Past work has indicated the important role that
involving subject matter experts has on the review process [18, 77]. To quantify this
measure, Mirsaeedi and Rigby [109] proposed the following measure:
Reviews(Q) . .
FileReviewersKnow(R)
Experti = 5.3
wpertise(Q) Z FileUnderReview(R) (5:3)

Where Q is the quarter in which this metric is calculated. A developer is assumed to know
a file if they have modified or reviewed the file prior to the PR reviewing task.

CoreWorkload. Having all PRs reviewed by experts is ideal, but there is an inherent
trade-off between the time that experts invest in reviewing PRs and the amount of time
they have for other development tasks [77]. The problem amplifies as projects grow if the
core developer teams do not grow as well. Mirsaeedi and Rigby [109] proposed a static core
team size of the top 10 reviewers and using the following equation, estimate the reviewing
workload that the core team is coping with:

Top10Reviewers(Q)

CoreWorkload(Q) = Z NumReviews(D) (5.4)
D

Files at Risk of turnover (FaR). The loss of knowledge caused by knowledgeable
developers leaving a project may consume resources and even stall its progress. The FaR
measures the number of files known by zero or one developer in a period of one quarter.
The formula [132] to calculate this measure is:

FaR(Q) = {f|f € Files,|ActiveDevs(Q, F)| < 1} (5.5)

Where ActiveDevs represent the developers who are familiar with the set of files F and are
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still actively contributing to the project by the end of quarter Q.

Changeset Safety Ratio (CSR). The replacement of reviewers does not affect the in-
cidences of bugs in our simulation. Instead, to assess the impact of replacing reviewers on
risk, we assume that having an expert, preferably one who has recently interacted with
files in the code change, will reduce the likelihood of merging fix-inducing code changes
[16]. To this end, we formulate the Changeset Safety Ratio (CSR) as a measure of how
well the review assignments have mitigated the fix-inducing likelihood of a set of PRs:

Reviews(Q)

CSR(Q) = Z (1 — DefectProb(R)) x MazxXFactor(R) (5.6)

The DefectProb is the risk estimate of a PR being fix-inducing, and the MaxXFactor is
the maximum score of the zFactor (equation 5.1) among all the suggested reviewers of a
PR. The xFactor incorporates both the recency and quantity of contributions in assessing
reviewer expertise and is at the core of the cHRev recommender [183]. If the risk of
inducing a future fix that a PR presents is small, we may assign developers with less
expertise to that code change without impacting the CSR disproportionately. Increases in
CSR indicate that the code change is less likely to be fix-inducing or that the developer’s
maximum expertise has increased. In either case, increases to CSR suggest that the review
process is performing well in terms of risk mitigation.

5.5 Experimental Results
In this section, we describe our experiments, the results and the analysis of the results. We
use the percentage of change to evaluate different reviewer recommenders’ performance:

SimulatedMeasure(Q)
ActualMeasure(Q)

AMeasureChange(Q) = ( —1) x 100 (5.7)

The ActualMeasure and SimulatedM easure refer to the calculated evaluation metric for
the historical data and a simulation run, respectively.

66



Table 5.3: Recommender performance vs. reality. Up and down arrows indicate improve-

ment and degradation, respectively.

CRR Project | Expertise | Workload FaR CSR
% Roslyn 15.52% 1 | -7.045% 1 | 34.91% | | 17.50% 7
jg Rust 10.64% 1 4.09% | 42.58% | | 16.66% 1
5 Kubernetes | 12.87% 1 -2.07% 1 18.60% | | 18.36% 1
52 Roslyn 21.82% 1+ | 1.83% | | 175% ] | 2.76% 1
Oi Rust 12.72% 1 8.16% | 98.62% | | -9.57% |
i Kubernetes | 18.56% 1 3.89% | -4.05% 1 | 1.08% 1
) Roslyn | 12.35% 1 | -1.52% 1 | 0% — | 75.06% 1
E: Rust 7.72% 1 -2.11% 1 11.84% | | 92.09% 1

Kubernetes | 13.97% 1 | -3.06% 1 | -11.27% 1 | 104.31% *
‘% Roslyn -23.85% | | -34.77% 1 | 138.84% | | -36.20% |
g Rust | -50.27% | | -50.26% 1 | 122.63% | | -61.44% |
) Kubernetes | -34.98% | | -34.55% 1 | 49.1% | | -46.38% |
;:;ii Roslyn 22.92% 1 20.36% | | -23.89% 1 | -27.22% |
% Rust 13.38% 1 15.70% | | -16.86% 1 | -4.56% |
= Kubernetes | 19.75% 1 | 47.78% | | -20.94% 1 | -37.07% |
g Roslyn | -14.66% 1 | 0.67% | | -38.33% 1 | -33.51% |
"é Rust -34.21% | -4.38% 1 | -23.66% 1 | -53.43% |
S Kubernetes | -25.72% | | -0.09% 1 | -30.32% 7 | -44.49% |
) Roslyn 7.38% 1 4.03% | -34.9% 1 | 55.22% 1
u%) Rust 4.97% 1 0% - -25.42% 1 | 73.09% 1

Kubernetes | 9.42% 1 1.70% | | -28.67% 1 | 96.74% 1
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5.5.1 RQ1l: How do existing code reviewer recommenders per-
form with respect to the risk of inducing future fixes?

In this experiment, we seek to determine whether reviewer recommenders mitigate the risk
of inducing future fixes by introducing an evaluation measure (CSR).

Approach

For each studied system, we analyze the historical data and fit one model per quarter to
estimate the likelihood that a PR is fix-inducing. Then, starting from the second quarter,
we use a model fit of the previous quarter to estimate the fix-inducing likelihood of each
PR. We use PR metrics listed in Table 5.2 as the model’s input. We then rank potential
reviewers for each PR using the seven baseline recommendation approaches. For every PR
in each studied system, we swap one of the actual reviewers with our top candidate and
evaluate the performance of this change by calculating the MeasureChange according to
Equation 5.7.

Results

Table 5.3 presents the results of this experiment. The up and down arrows next to the
numbers indicate performance improvement and degradation, respectively.

Analysis

For AuthorshipRec, code owners are predominantly assigned to reviews. Thus, increases
to CSR are not unexpected, since coders owners are among the most knowledgeable con-
tributors to whom reviewing tasks may be assigned. However, this assignment prevents
others from learning about files they have not developed, which causes the FaR measure
to degrade. For RevOwnRec, each studied system has a trusted developer circle for the
reviews; hence this recommender fails to optimally distribute knowledge and improve FuR.
Since these reviewers may not be the file owners, the C'SR also tends to decrease or not to
change considerably.

For c¢HRev, the score function is based on zFactor. Hence, the CSR is consistently
improved, notably at the cost of limiting the improvement of workload for the core devel-
opment team in comparison to other recommendation approaches.
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Figure 5.2: Relation analysis of CSR and FaR.

For LearnRec, there is no consideration for the retention of recommended candidates,
so the FaR measure tends to increase because many reviewers leave the project. The
suggested reviewers by this recommendation system are not experts, but seek to learn by
reviewing the PR, so the C'SR measure tends to decrease.

For RetentionRec, the recommender suggests candidates with the most knowledge about
the project, not a specific PR. As a result, undesirably, the core developers’ workload
increases because they are mostly permanent developers of a project. However, their
knowledge causes CSR and expertise to improve.
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Figure 5.3: The effect of Pp on the performance of CSR for each evaluation metric, on
different projects over different quarters.
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For TurnoverRec, the recommender favours the most permanent candidates, regardless
of the degree of knowledge that they have about the code being modified by a PR. This bias
leads to knowledge retention, thus improving FaR. However, since distributing knowledge
among developers is an important risk mitigation measure, the choice of less knowledgeable
candidates causes the CSR to decrease.

For Sofia, when none of the changed files are at risk of turnover, cHRev is used. This
compensates for expertise and C'SR measures that are lost due to knowledge distribution
caused by TurnoverRec. However, most of the time, this is at the cost of increasing the
workload for the core development team. Sofia uses TurnoverRec for changesets with files
at risk of knowledge loss, which has a favourable effect and causes the FaR measure to
improve.

Figure 5.2 shows the relation between CSR and FuR in our experiments. The bottom-
left quadrant shows evidence of a trade-off between CSR and Files at Risk for approaches
that optimize only one characteristic. Meanwhile, cHRev and Sofia mostly present results
in the top-left quadrant. This indicates that they are generally robust to the trade-off
between CSR and FaR, and can broadly optimize both the risk of knowledge turnover and
CSR. Finally, the bottom-right quadrant shows that optimizing for learning opportunities
(e.g., using LearnRec) negatively impacts both FaR and CSR.

These observations indicate that if there is no deliberate effort to distribute knowledge,
as the FaR improves, unless the necessary restrictions are put in place, such as a limitation
on the most knowledgeable reviewers, the CSR degrade. This decrease, in turn, increases
the chance of merging a fix-inducing PR into the project. This suggests that there is an
inherent trade-off between the FauR and CSR evaluation measures. This does not hold in
all cases. For example, in LearnRec, both FaR and CSR decreases which is likely because
the recommended candidates leave the project as retention is not considered in the score
function. Since leavers may leave a gap in the team understanding of an area of the
codebase, the FaR and CSR measures tend to degrade. For Sofia, the recommender’s
candidate scoring function maximizes the expertise of the reviewers unless there is a file
with few knowledgeable developers in the changeset. In these cases Sofia tries to distribute
knowledge which lessens the core workload and improves the FaR. This active effort cancels
out the native trade-off and improves both FaR and CSR.Sofia works better in terms of
fix-inducing code changes, but like other approaches, it does not have any parameter to
control the sensitivity to these changes. The inflexibility may become a barrier to adoption
for this recommender as it cannot be tuned to suit the needs of users.
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s 2
The evaluation results indicate that unless active effort is put into knowledge distribu-

tion while keeping the expertise high, the CSR and FaR have an innate trade-off. In
cases where both CSR and FaR are maximized, other measures such as core developer
workload suffer. Hence, one cannot simultaneously optimize suggested reviewers with
respect to the risks of knowledge loss and fiz-inducing changes.

5.5.2 RQ2: How can the risk of fix-inducing code changes be
effectively balanced with other quantities of interest?

To balance the innate trade-off between FaR and CSR, we suggest using a hybrid reviewer
recommendation approach to optimize the recommendation process based on the PR fix-
inducing likelihood. We propose a recommender to improve the CSR when a PR has a
high risk of being fix-inducing. The objective function for the proposed Changeset Safety
Ratio (CSR) is formulated as:

Sofia(D, R),  DefectProb(R) < Pp

: (5.8)
cHRev(D, R), otherwise

RAR(D,R) = {

In this formula, the Pp represents the threshold for the likelihood of PRs to be fix-inducing.
If the Pp threshold is exceeded, cHRev is used to suggest experts. Otherwise, Sofia will
suggest reviewers for the PR. The cHRev ranks candidate reviewers based on their famil-
iarity with the changed files while Sofia opportunistically distributes knowledge when the
modified files are not at risk of turnover.

Approach
We study the performance of C'SR in terms of the core Workload, FaR, expertise, and CSR

measures. We also study the impact that varying the Pp threshold from 0.1 to 0.9 has on
CSR performance.

Results

Figure 5.3 shows the evaluation measures as the Pp changes for the studied systems.
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Analysis

Figure 5.3 shows that as the value of Pp increases, the tolerance of CSR for fix-inducing PR
grows. As a result, we expect more knowledge distribution leading to a decrease in CSR.
As fewer experts are assigned to the tasks, the overall ezpertise also diminishes, which is
not an unexpected outcome.

However, there are project-specific trends that are worth noting. For example, Figure
5.3a shows that the evaluation measures for the Roslyn project are steadily declining as Pp
increases, whereas Figure 5.3¢ shows that the majority of the impact of varying Pp in the
Kubernetes project takes place between Pp = 0.1 and Pp = 0.3. Moreover, Figure 5.3b
shows that for Rust, the impact of varying Pp is relatively small. Overall, the Changeset
Safety Ratio (CSR) yields an average change of 12.48%, 0.93%, -19.39% and 80.00% over
different quarters for evaluation measures of Expertise, Core workload, FaR and CSR,
respectively.

A closer look at the model estimates of the likelihood of fix-inducing changes helps to
explain these project-specific trends. Figure 5.4 shows the distributions of the estimated
likelihood of changes being fix inducing stratified by project and quarter for four quarters.
The complete distribution can be found in Figure B.1 in Appendix B. We observe that,
unsurprisingly, larger performance fluctuations in Figure 5.3 are associated with the Pp
values where the majority of the estimated likelihoods lie in Figure 5.4. Moreover, despite
an overall decreasing trend in terms of the likelihood of fix-inducing changes over time,
the trend of each quarter is similar to its adjacent quarters. This local similarity may help
stakeholders to effectively tune Pp values (see RQ3 for a more detailed analysis).

e 2
The CSR settings can be tuned to balance the risks of knowledge loss and fix-inducing

changes. Indeed, as the threshold for indicating tolerance of the risk of fiz-inducing
changes increases, the risk of knowledge loss impacts fewer files. However, identifying
the optimal threshold setting requires an awareness of project-specific trends in the
model estimates of the likelihood of fix-inducing changes.

5.5.3 RQ3: How can we identify an effective fix-inducing likeli-
hood threshold (Pp) interval for a given project?

Our analysis from RQ2 indicates that the performance of the CSR is sensitive to the Pp
setting. The effective range of Pp is dependent on the past likelihood of fix-inducing
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changes. In this question, we seek to propose an approach to help project stakeholders in
the selection of effective Pp settings based on their tolerance for the risk of fix-inducing
changes.

Approach
We explore the following three approaches to identify effective periods:

e Static method: This baseline considers the effective period spans the entire range
between 0 and 1.

e Normalization method: The effective range spans between upper and lower extremes
of the distribution of likelihoods from the prior periods. To match common outlier
definitions, we set out lower and upper extremes to Q1 —1.5x IQR and Q3+ 1.5 x IQR,
respectively, where @); is the ith Quartile, and IQR is the Interquartile range between
(1 and Q3. All examples within the range are normalized by the maximum value.

e Dynamic method: A selective variant of the normalization method. Instead of con-
sidering all previous periods, we only consider the last six months. This allows the
model to focus on the current part of the project life cycle.
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For each of these three methods, we simulate three different thresholds: 25% (risk-averse
recommendation), 50% (balanced recommendation), and 75% (risk-tolerant recommenda-
tion) of the effective period for our three projects in the dataset.

Results

Figure 5.6 shows distributions of relative improvement in C'SR that are achieved for differ-
ent time periods (points) of the studied systems (plot columns) of our approaches (y-axes)
in different configurations (plot rows).

Analysis

We use the Friedman test (two-tailed, paired, o = 0.05) [46] and apply it to the CSR
performance data (Table 5.4). We observe significant differences between the investigated
methods in all configurations except for Roslyn in the risk tolerant setting. Next, we use
Kendall’s W to determine the magnitude of this effect [71] (Table 5.5). Large and small
effects are observed in 55% and 22% of the cases, respectively.

We apply the Conover test to discern which pairs cause this significant difference [20].
Figure 5.5 shows p-values for different thresholds with red lines indicating the 0.05 confi-
dence interval. The results imply that the dynamic method significantly affects risk-averse
(Pp = 25%) and risk-balanced (Pp = 50%) recommendations in all studied systems. For
the normalization method, the effect on the results is inconsistent. The dynamic method
considers the pivot of the project in various periods, which affects the CSR. In contrast,
the normalization method considers the entire history and may not be sensitive enough to
react to risk fluctuations as projects age [10].

On the other hand, for risk-tolerant recommendations (Pp = 75%), none of the methods
have a consistent effect on the results due to the difference in the distribution of defect
proneness for various periods. Roslyn has a high rate of fix-inducing PRs (Pp > 0.5) in
all the periods, so the approach does not affect the results. However, Kubernetes, which
has more fix-inducing PRs in the earlier periods than more recent ones, is affected mainly
through a dynamic method.

For risk-averse (Pp = 25%) and risk-balanced (Pp = 50%) recommendations, the
dynamic method tends to provide the most value by recommending an effective period
while for risk-tolerant recommendation (Pp = 75%), none of the methods outperform
others significantly.
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over time.

5.6 Practical Implications

Below, we summarize what we believe are the practical implications of greatest value for
practitioners and researchers.

RQ1) Practitioners can use code review to balance files at risk of abandon-
ment with the risk of fix-inducing changes. Our observations in RQ1 show that if
the likelihood of a PR inducing a fix is not considered explicitly as a parameter in the
recommenders’ objective function, the recommended reviewers may lack the subject mat-
ter expertise to prevent future fixes, and in turn, increase the risk of merging fix-inducing
PRs. The results also show an inherent trade-off between some of the evaluation measures,
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Table 5.4: The x? and p-value results (two degrees of freedom) of the Friedman test applied
to the RQ3 values.

Threshold 25% 50% 75%
Project Chi-Square | p-value || Chi-Square | p-value || Chi-Square | p-value
Roslyn 10.7 0.00473 12.8 0.00164 2.47 0.291
Rust 41.7 < 0.001 38.6 < 0.001 15.8 < 0.001
Kubernetes 23.1 < 0.001 16.5 < 0.001 20.6 < 0.001

Table 5.5: Effect size and magnitude for Kendall’s W (RQ3).

Threshold 25% 50% 75%
Project Effsize | magnitude || Effsize | magnitude || Effsize | magnitude
Roslyn 0.315 | moderate 0.377 | moderate || 0.0727 small
Rust 0.695 large 0.643 large 0.264 small
Kubernetes 0.607 large 0.435 | moderate 0.543 large

such as FaR, and the risk of merging fix-inducing PRs. We propose CSR as a heuristic
to assess the degree to which a (recommended) reviewer assignment mitigates the risk of
fix-inducing changes.

RQ2,RQ3) CSR can be tuned according to the tolerance of the risk of fix-
inducing changes without drastically impacting other properties of interest of
the recommended reviewing assignment. Our observations in the first research ques-
tion indicate that active effort should be made to mitigate the inherent trade-off between
CSR and FaR. To this end, CSR is proposed, which uses the Pp setting, as the threshold
for the likelihood of a PR being fix inducing, to influence the suggested set of reviewers.
The results of the second research question illustrate that C'SR prevents other evaluation
measures from being drastically impacted. The Pp setting can be tuned using a com-
bination of our proposed dynamic method (see RQ3) and input from stakeholders about
their tolerance of risk for fix-inducing changes. While project-specific characteristics (e.g.,
the incidence rate of fix-inducing changes) impact the sensitivity of the approach to the
Pp setting, our dynamic approach can be scaled to apply well in different risk tolerance
settings.
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5.7 Threats to Validity

Below, we discuss the threats to the validity of our study.

Construct Validity. Our implementations may contain errors. To mitigate this risk, we
augment an existing data set and vetted code from prior work [109] rather than producing
our own from scratch. We share our implementation openly to enable the community to
audit and build upon our code 2.

It is also possible that CSR does not truly reflect how well fix-inducing code changes
are mitigated when assigning reviewers in reality. Because we cannot go back in time
and change existing assignments to observe how well CSR truly performs, we evaluate its
performance using historical data. We mitigate the chances of CSR being a poor refection
of reality by basing it on proven measurements such as the fix-inducing likelihood and the
xFactor [183]. Furthermore, the main idea behind CSR, that experts that have recently
interacted with files in a code change reduce the likelihood of merging fix-inducing code
changes, has been shown to reflect reality in prior studies [10].

To obtain data at a scale required for this study we must use automated tools. How-
ever, such approaches are not perfect and may induce errors in our results. To prevent
any implementation errors, we use an existing tool (Commit Guru). We sampled the
tool’s output and manually verified the results. The resulting precision (i.e., 43.9% with
confidence=95% and margin=+5%), aligns with prior works [123, 124]. While SZZ may
introduce errors into our dataset, our results show that reviewer recommendations can still
suggest the most relevant reviewer to reduce fix inducing changes, even when trained on
noisy data. Future tools could be used to improve the performance of the approach.

Internal Validity. In this chapter, we consider the effect of assigning experts to review
PRs that are potentially fix-inducing using measures, such as C'SR. While assigning experts
rather than novices to review PRs may change such measures, it does not guarantee that
they will actually spot more defects. It is possible that other factors, that do not reflect
a reduction in defects, are influencing the changes in CSR. However, prior studies have
shown that experts increase the possibility of detecting fix-inducing PRs before merging,
we therefore believe that similar outcomes should hold for our study. Further studies
might help to clearly identify the impact of reviewers’ experience and CSR on catching
bugs during the PR process.

The defect prediction in Rust presents a low balanced accuracy. However, the other two
projects yield similar results in different experiments, which we believe voids the possibility
of the effect of this low accuracy in our experiments.

?https://github.com/software-rebels/RAR_Recommender
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External Validity. While we apply eight different approaches to three systems, it is
possible that our results might not generalize to other approaches or systems. We mitigate
this threat by using a large number of approaches and systems with many files and a
high volume of PRs. We target such systems because reviewer recommenders are most
beneficial in big repositories with many developers. Through this selection we aim to make
our findings applicable to the most pertinent systems.

5.8 Conclusions

In this chapter, we set out to explore how using a code reviewer recommender to suggest
reviewers can affect the risk of defect proneness. To this end, we introduce a new evaluation
measure, C'SR, and assess seven existing reviewer recommenders against this new measure.
Three other measures previously used in the literature are also compared. The results show
an inherent trade-off between FaR and CSR — improvements to one measure often degrade
the performance of the other. To balance this trade-off, an adjustable multi-objective
code reviewer recommender, C'SR is proposed. We analyze how CSR can be used to tune
the recommendations with respect to the tolerance of the risks of fix-inducing PRs and
files at risk of knowledge loss. While assigning reviews to project experts can maintain a
high CSR, this approach can lead to an increased concentration of knowledge, as indicated
by FaR, and elevate the workload on the core team. This represents a potential pitfall
that practitioners should be aware of. Although our adjustable CRR approach assists
project maintainers in finding an optimal balance based on their risk tolerance, completely
mitigating this issue is challenging, as improving one aspect will adversely affect the other.
Our findings suggest that:

e There is a trade-off between knowledge distribution and the likelihood of merged
PRs being fix-inducing. However, this trade-off may be resolved by simultaneously
optimizing recommendation strategies for both measures. This optimization, in turn,
may lead to a decrease of other evaluation measures like core developers’ workload.

e (SR can be tuned to balance the risk of knowledge loss and fix-inducing changes by
tuning the Pp setting. However, identifying the optimal threshold setting requires
an awareness of project-specific trends in the model estimates of the likelihood of fix-
inducing changes. The results yield the average change of 12.48%, 0.93%, -19.39%
and 80.00% over different quarters for evaluation measures Expertise, Core workload,
FaR and CSR, respectively. For the proposed measure, CSR, the average change is
73.80%-102.04% for various Pp settings.

78



e Project stakeholders can use CSR with a dynamic method for identifying effective
range for the Pp setting. The dynamic method provides better performance for risk-
averse and risk-balanced reviewer recommendation strategies while not hurting the
risk-tolerant strategy’s performance.

5.9 Chapter Summary

In this chapter, we discuss another challenge in using CRR systems: the quality of recom-
mended reviewers. Our study demonstrates that accepting CRR system suggestions can
increase defect proneness, potentially compromising project safety. We then present an
adjustable mitigation strategy that works well with existing approaches and two dynamic
methods for configuring settings based on the project’s state. In the next chapter, we ex-
plore Automatic Code Review (ACR) systems and assess the relevance of human reviewers
and these tools in the current ACR process.
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Chapter 6

Studying the Interrogative
Comments Posed by Review
Comment Generators

Note. An earlier version of the work in this chapter is under submission in the IEEE
Transactions on Software Engineering (TSE) Journal.

6.1 Introduction

Despite many benefits, code review is a time-consuming [17, 77] and error-prone [l 13]
process. With the emergence new Al techniques, some tool builders aim to automate
the code review process, potentially excluding human involvement. Consequently, certain
tools like Code Reviewer Recommendation (CRR) systems may become obsolete. These
efforts led to the creation of automation tools such as Review Comment Generator (RCG),
which can automatically generate code review comments [61, 117]. The goal of RCGs is to
provide more timely, consistent, and objective feedback than human reviewers [161].

Although RCGs aim to emulate human reviewers in comment generation, they are not
without limitations. Indeed, a common type of comment is interrogative, i.e., asking ques-
tions of other review participants [183]. While state-of-the-art task-specific RCGs [89, 90,

] may pose questions, they cannot comprehend the author responses, and hence, can-
not follow up like human reviewers. While, Large Language Model (LLM) can potentially
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follow-up the review discussion threads and mitigate this limitation, incorrectly answer-
ing author responses can hinder useful discussions [169], leading to less productive code
reviews.

Prior work has shown that RCGs do generate interrogative comments [185], but despite
their importance, a comprehensive study is still lacking [35]. Our study aims to fill this
gap by conducting quantitative and qualitative analyses of RCG-generated interrogative
comments. More specifically, we quantify the prevalence and regularity of RCG-generated
interrogative comments, and characterize their similarity to those of humans. For this
chapter, we use code review records from October 2018 to August 2023 to build a dataset
from the Gerrit project,! which maintains a high standard for code review, resulting in
172,919 code review comments.

e Quantitative Analyses (Section 6.3). We find that a median of 15.61% of com-
ments generated by task-specific RCGs are interrogative, whereas 65.26% and 47.67%
of DBRX and LLaMA2 comments (i.e., LLM-based RCGs) are interrogative, re-
spectively. Comparatively, 39.91% of human-submitted comments in our corpus are
interrogative, suggesting that task-specific RCGs do not pose questions frequently
enough, and that LLM-based RCGs may be overcorrecting. We also study whether
RCGs and humans ask questions about same code changes using Fisher’s exact test.
The result reveals that, indeed, there is an association among RCG-generated and
human-submitted comments in their mood, i.e., whether the comment is declara-
tive or interrogative. Finally, despite the critical nature of discussion-inducing code
changes, i.e., code changes with discussion threads that start with interrogative com-
ments, we find that RCG behaviour in these scenarios is irregular and erratic, i.e.,
the rate of RCG-generated interrogative comments varies more across the studied
Merge Request (MR) instances.

e Qualitative Analysis (Section 6.4). We observe that a considerably larger share
of questions (13.86%—22.11%) focus on the rationale for code changes when RCGs
generate comments rather than humans (1.94%). Humans discuss logical code flow
more often (54.37% vs. RCGs 38.64% to 42.17%) and predominantly use questions
for suggestions (63.11%), whereas RCGs tend to request additional context (56.84%—
84.09%). Furthermore, humans often employ rhetorical questions (8.74%) and hy-
potheticals (4.85%), whereas task-specific RCGs do not. Our LLM-based RCG ex-
periments show that LLMs outperform task-specific RCGs in hypothetical inquiries
(12.65% for GPT-4), but lag in rhetorical questioning (2.27% for LLaMA2). Also, we

https://gerrit-review.googlesource.com/
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propose a discussion thread response generation as a new ACRs task, and evaluated
the performance of LLM-based RCGs on this task. Our results shows that LLM-
based RCGs can be helpful in identifying whether the discussion is resolve. However,
if they need to follow up with the author, their performance is sub-optimal.

We conclude that while state-of-the-art RCGs could aid the review process by improving
tasks like exception handling, they cannot replace humans in generating interrogative re-
view comments. Specifically, they exhibit a disparity with respect to human behaviour in
generating interrogative comments, their limited linguistic ability impacts comment quality,
and they have a tendency to request information without offering as many recommenda-
tions as humans. Although LLM-based RCGs show promise in addressing some of the
linguistic limitations of RCGs, they do not consistently improve performance across differ-
ent types of interrogative comments. We recommend using RCGs as complementary tools
rather than as replacements for human reviewers. Thus, their benefits can be harnessed
while mitigating their shortcomings.

6.2 Dataset Preparation

In this section, we describe how we create dataset for our analysis. Figure 6.1 shows the
steps which consists of: (1) Data Collection, (2) Data Cleaning, and (3) Review Generation
components. Below, we describe each component.

6.2.1 Data Collection

We begin by selecting a subject community on which to focus our efforts. Our study aims
to use RCGs trained on human code reviews to generate code review comments, allowing
us to analyze the prevalence and patterns of questions that are generated. To that end, we
must first select a development community that produces a large number of high-quality
human-submitted code reviews. Human-submitted code reviews are necessary both to fine-
tune RCGs and to compare their results against a baseline. While multiple communities
may satisfy our criteria, we choose the Gerrit community for our study because it provides
us with the opportunity to analyze how RCGs perform in a near-ideal case. Indeed, the
Gerrit community contains a large amount of review data (1,852 code reviews and 15,000
code review comments in 2022), has contributors representing organizations of influence
(e.g., Google, Cisco, and Spotify), and tends to provide review records that are well linked
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Figure 6.1: The overview of the data preparation procedure.
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to the commits on which they were performed. Focusing on the Gerrit community does
pose clear risks to external validity but allows control over internal validity threats, such as
understanding of data linkage properties, highlighting a subjective trade-off between these
validity types among researchers as studied previously [1412]. Furthermore, the Gerrit
community has been the subject of previous studies [21] as the its maintainers exhibit a
stringent commitment to practicing code review, and comments consistently display both
quality and quantity.

To start our data collection, we use MR-Loader? to obtain the Gerrit community’s raw
MR data. As the primary quality gate through which all code changes of the community
flow, MRs are a prime source of data for our study. Indeed, all the details related to
a change, including the code review comments, can be accessed through MRs. We also
collect metadata, such as the author and committer of each code change, to use in our
data analysis.

We collect this data from the Gerrit community from the first available MR (2018-10-
21) until the date when we performed the data collection (2023-08-22). Using this data,
we filter out MRs from projects unrelated to the development of the Gerrit system itself.

2https://github.com/JetBrains-Research/MR-loader
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This results in a dataset containing 172,919 code review comments. To complement the
MR data, we leverage the Gerrit API? to download the content of the files under discussion
before a change and the code diff on which the reviewers commented.

6.2.2 Data Cleaning

After we collect our data, we apply five Data Filters (DFs) to mitigate noise that is
irrelevant to our study (e.g., comments like “lgtm”). We present our five DFs below.

e DF1: We filter out comments left on files other than Java files by identifying files
with the .java extension. We concentrate on Java files because two of the three
studied RCGs are trained on Java code review data and provide feedback only on
Java code changes. 77,529 code review comments survive this filter.

e DF2: We filter out response comments, i.e. comments posted in reply to another
comment, using a Gerrit API flag that indicates whether a comment is in reply to an-
other comment. We remove response comments because non LLM-based RCGs only
review code changes and do not engage in follow-up discussions. Similar filters are
common in previous studies [39, | to prepare the data for training and inference.
After DF2, our dataset contains 37,656 code review comments that survive.

e DF3: We filter out records that do not have retrievable file content before the code
change. For each code review comment, we issue a Gerrit API request to retrieve
related file content. We remove the small subset of cases where the API request is
unsuccessful because the data cannot be processed by the studied RCGs. After DF3,
our dataset contains 37,625 code review comments.

e DF4: We filter out file-level reviews, i.e. comments that are not connected to any
line of code but are instead about a higher-level concept in that file.* We do this
by identifying the comments that have a non-null file name yet no comment lines
specified. We remove these code review records because existing RCGs perform the
review on functions, sub-functions blocks, or lines of code. Therefore, these high-level
comments on the files cannot be produced by the studied RCGs. 37,133 code review
comments survive this filter.

3https://gerrit-review.googlesource.com/Documentation/
4Sample comment: https://gerrit-review.googlesource.com/c/gerrit/+/351075/comment/
2408abef_ebeab76c/
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e DF5: Our final filter preprocesses the comments using the replication packages from
Tufano et al. [162]. Specifically, we use their code/Analyzer.py and code/Cleaner.py
files.> This filters out non-English comments and comments on code portions that
are not part of a function, such as comments on imports. This filter also removes
empty comments after the removal of emojis and links. In the end, 19,446 code
review comment records survive this filter.

We do not apply restrictions on comment length since (1) any comment may contain
important information, and (2) the main objective of this dataset is to study generated
code review comments, not training RCGs. Our dataset and the resulting 19,446 code
review records are available online in our replication package.b

6.2.3 Code Review Comment Generation

Using the dataset collected in our data preparation steps, we use the selected task-specific
and LLMs-based RCGs to generate code review comments based on the given code changes.
Task-specific RCGs are trained to excel in comment generation with a specific input for-
mat and have not undergone Reinforcement Learning from Human Feedback (RLHF), a
technique used to align intelligent agents with human preferences. On the other hand,
LLMs are more generalist models that interact through natural language interfaces but, as
their name suggests, typically require more resources. Below, we elaborate on each type
in more detail.

Task-specific RCGs

The selected task-specific RCGs differ in their input format. While both AUGER and
CodeReviewer adopted the Text-To-Text-Transfer Transformer (T5) model [125], each
chooses one of its many existing variations [98], which require different inputs. AUGER’s
input requires a function that contains commented code, allowing it to use this context
to comment on issues at the function level [89]. CodeReviewer, on the other hand, uses
inputs in the form of code diffs. Thus, while we use off-the-shelf versions of AUGER [389]
and CodeReviewer [00], we tailor the inputs to each model. Unlike CodeReviewer and
AUGER, CodeBert, as a general-purpose model, can ingest a code change as-is; however,
it should be further fine-tuned [162]. Thus, we use the pre-trained CodeBert model and

Shttps://github.com/RosaliaTufano/code_review_automation
Shttps://doi.org/10.5281/zenodo.13301078
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train it for another 50,000 epochs on the Tufano et al. dataset [162] to perform code re-
views. To prevent data leakage from fine-tuning to testing phase, we remove the duplicate
common entries when evaluating our results for this model. Furthermore, to minimize
implementation errors, we use the code provided by Zhou et al. [188] and only modify it
to add top-k sampling [11].

Our diverse selection of RCGs allows us to generate a wide range of code review com-
ments. Similar to prior work [89; 90], we run experiments for all of our studied RCGs on
our dataset for top-k results. We use k values of 1, 3, 6, and 10, similar to prior work [39].

Next, we use a rule-based heuristic to identify whether the comment mood is interrog-
ative, building upon the rules introduced by Zhou et al. [1358] and add NLTK" to improve
the accuracy by separating sentences in a review comment. The source code of the heuristic
used in this chapter is publicly accessible as part of our replication package.® To verify the
performance of this heuristic, we draw a random sample of 377 comments and inspect the
output of the heuristic for each one manually. We find that the heuristic yields an AUC
of 0.96 for human review comments (95% confidence level, 5% error margin). Using this
heuristic, we individually classify both the actual comments and each of the top-k gener-
ated code review comments of each of the studied RCGs. After collecting and classifying
the model outputs as interrogative or declarative, we analyze them to address our RQs.

Large Language Model

For code review comment, each LLM is run with the £ = 1 setting, prompted to adopt the
persona of a code reviewer [172], and leverages two-shot prompting [28, | to enhance
model efficacy. We provide two examples, an interrogative and a declarative comment, to
prevent model bias and pose questions only when necessary. These examples are selected
from a randomly chosen set of code reviews and inspected to ensure that the issues raised
in the comments are confined to the code change and do not reference materials outside
the scope of the change. We choose not to fine-tune our chosen LLMs since they have
already been trained on extensive code review data. The input comprises a code hunk,
similar to CodeReviewer [90], which is known for its superior performance in comment
generation among RCGs [99]. To ensure an unbiased comparison, no additional context is
provided. After presenting the prompt and code change, we record the LLM’s output for
further analysis.

7https://www.nltk.org/
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6.2.4 Discussion Thread Response Generation

While RCGs in current form cannot follow up on discussion threads, LLMs are well suited
to the task. Therefore, we introduce a new task for automatic code review, discussion
thread response generation, which refers to responding to the discussion thread after a
new comment is placed if needed, or marking the thread as resolved. As this experiment
required the interactive behaviour, which is an attribute of LLMs, we employ only our
studied LLM-based RCGs. For this task, we select code changes accompanied by review
threads initiated with interrogative comments. We provide each model with the code
change hunk, commented code, reviewer’s comment, and author’s response, instructing
the LLM to determine whether the initial concern is resolved and, if needed, to continue
the discussion and generate a response. Then, we record the LLM-generated response and
compare it to the actual progression of the thread, where the two first authors assess the
similarity of the comment using a five-point Likert scale.

6.3 Quantitative Analyses

In this section, we quantitatively study interrogative comments generated by RCGs during
code reviews. Below, we describe our approach and then present the results.

6.3.1 Approach

We first evaluate the prevalence of RCG-generated interrogative comments by measuring
their frequency. Then, to measure the similarity of interrogative comments generated by
RCGs and humans, we calculate the density of interrogative comments per MR for both
RCGs and human reviewers, i.e., the rate at which interrogative comments are posed in each
MR. We report the results of our analysis using top-k values (k € 1,3, 6, 10 for task-specific
and k=1 for LLM-based models) for each of our studied task-specific RCGs to explore the
impact of k on their behaviour. We test various k settings because higher k settings improve
the quality of comments by providing a more lax guess budget and increasing the diversity
of suggestions [11]. Experimenting with different k settings [39, | is common in prior
work, with larger k settings typically yielding better performance.

We explore whether RCGs imitate human behaviour when posing interrogative com-
ments. To evaluate the association between comments generated by RCG and those posed
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by humans, Fisher’s exact test [161] is employed. Additionally, to compare the density of in-
terrogative comments generated by RCGs and humans across the MRs, the Mann-Whitney
U test [100] is used. Also, Shannon’s entropy [140] is used to measure the regularity of
RCG behaviour.

When we evaluate the prevalence of LLM-generated interrogative comments, we focus
on the k=1 setting because larger k settings incur greater hardware costs. To provide
a rough estimate, running all dataset records with the k=1 setting of the GPT-4 Turbo
LLM would cost approximately $2.3K USD, assuming that only a single run was necessary.
For these practical reasons, we limit our LLM experiment to only one value of k and use
DBRX as a freely available alternative for GPT-4. Similar to the evaluation of task-specific
RCGs, we study the association between the mood of comments produced by humans and
LLMs. We use Fisher’s exact test with alpha set to 0.0036, adjusted using the Bonferroni
correction [33].

We also conduct an analysis of code review comments with discussion threads that
have at least one response because these discussions are (1) closely linked to questions
during the code review process [35], and (2) play an essential role in knowledge sharing
and design conversations within the code review process [0, , ]. Discussion-inducing
code changes in the context of RCG-generated interrogative comments are of interest be-
cause RCGs have the potential to disrupt valuable code review discussions. Two scenarios
may arise in such cases: (1) RCGs ask questions similar to humans, sparking productive
discussions that require active RCG engagement after the authors respond, or (2) RCGs
ask the different (perhaps even incorrect) questions, potentially stifling informative discus-
sions. While the former scenario necessitates RCGs with a deep understanding of the code,
strong reasoning, and comprehension capabilities, which are currently lacking, the latter is
more detrimental, as it can hinder valuable project documentation [6]. We study whether
LLMs can address this shortcoming by applying them to such cases and qualitatively ana-
lyzing their responses. Furthermore, we compare the behaviour of RCGs when face these
code changes and inspect to see if RCGs also treat them differently, similar to humans.
This comparison is crucial since these code changes have led to beneficial discussions, and
treating them similarly to other changes may indicate oppressing useful discussions that
could have started otherwise.
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Identify Discussion Inducing Changes

To identify these code changes, we first extract comment threads, specifically those with
more than one reply from the code review records. During this process, we filter out single-
word responses to focus on informative discussions related to code changes, excluding
minimal responses like “Acknowledged.”® We then flag the corresponding code and the
initial comment that initiated the changes as discussion-inducing.

6.3.2 Results

Tables 6.1 and 6.3 show the prevalence of interrogative comments and the regularity of
RCG behaviour in generating them across k settings for the studied RCGs. Below, we
present our observations.

How often do Review Comment Generators generate interrogative comments?

15.61% of comments generated by the task-specific RCGs are interrogative. Interrogative
review comments account for 0.91% to 27.54% of all generated comments, with medians of
15.78%, 19.50%, and 10.15% for AUGER, CodeReviewer, and CodeBert, respectively. The
overall median across all values of k is 15.61%. Regarding the LLM-based RCGs, 65.26%
and 47.67% of the DBRX and LLaMA2-generated review comments are interrogative, re-
spectively. To provide a benchmark, our mined dataset of human review comments from
the Gerrit project contains interrogative comments at a median rate of 39.91%. Among
the studied task-specific RCGs, AUGER has the highest interrogative comment frequency
at 15.30% for k=1, with CodeReviewer and CodeBert at 4.11% and 0.91%, respectively.
The range of these rates increase to between 6.07%-15.62% for k=3, 14.18%23.38% for
k=6, and 15.60%—27.54% for k=10. CodeBert’s relative rate of interrogative comments,
especially for k=1, can be attributed to its base model, which is primarily trained for
generating code rather than natural language. Although pre-training CodeBert for 50K
epochs enhances comment quality for larger k settings, when focusing only on the most
likely solution (k=1), the generated comments mainly consist of code fragments with lim-
ited natural language text. Consequently, only a few would have questions within the
CodeBert-generated comments.

8https://gerrit-review.googlesource.com/c/gerrit/+/430619/comments/c74c5adb_ebc49a32
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LLM-based RCGs pose questions more frequently than task-specific models, especially
in the case of DBRX. We suspect that this is due to their limited contextual knowledge
about the given change hunks, which lead to confusion. We explore the intentions and
types of questions that LLMs pose in more detail in Section 6.4.

We repeat the previous analysis focusing exclusively on discussion-inducing code changes.
We find that the rate of interrogative comments ranges from 0.91% to 28.02%, with a me-
dian of 15.60% for all comments generated by task-specific RCGs. This indicates a slight
increase in rates compared to our assessment of all comments. As for LLM-based RCGs,
DBRX and LLaMA2 generate interrogative comments 67.62% and 46.64% of the time, indi-
cating a +2.36 and -1.03 percentage point difference. As a benchmark, human-submitted
comments in discussion-inducing code changes increased by 18.25 percentage points to
reach 58.16% when all comments are considered. This result remarks that RCGs do not
treat discussion-inducing changes, similar to humans.

Table 6.1 shows that larger k settings tend to produce higher rates of interrogative
comments for CodeBert and CodeReviewer, whereas this rate remains relatively consistent
with a variance of 13.95% for AUGER. This stable or increasing rate for RCGs highlights
the prevalence of these comments, since the studied RCGs either always ask questions
under all k settings at considerable rates (AUGER) or ask questions when one relaxes
the constraints on the number of guesses (CodeBert and CoreReviewer). Thus, while
interrogative comments posed by human reviewers typically invite authors to engage with
reviewers, share knowledge, and defend decisions that were made during development [169],
current RCGs are not poised to follow up on the response to interrogative comments.
Therefore, having a high rate of interrogative comments may hinder the usefulness of
RCGs in the code review process.

s N
RCGSs generate interrogative comments a median of 15.61% of the time for task-specific
and 65.26% and 47.67% for DBRX and LLaMA2-based RCGs, respectively. Since
current RCGs do not actively participate in discussions, the rates at which they pose
interrogative comments may limit their capacity to generate productive conversations
in the code review process.

Do Review Comment Generators and Human Reviewers Raise Interrogative
Comments for Similar Code Changes?

To shed light on RCG behaviour, we examine whether RCGs behave similarly to humans
by correlating their interrogative comments with those of humans. Fisher’s exact test [16]
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is used to assess the comment mood, checking for nonrandom associations between RCG-
generated and human comments’ mood. We repeat this for each top-k setting and apply
the Bonferroni method [33] to correct for multiple comparisons.

Table 6.2 presents p-values and odds ratios from this test, revealing that two of the three
studied task-specific RCGs exhibit an association between generated and human comments
in terms of sentence mood for different k settings. Specifically, for k settings of 3, 6, and
10, CodeReviewer and for k settings 6 and 10 CodeBert show significant associations with
human rates of interrogative comments, whereas AUGER shows no association for any
k setting. While in all but one case the significant associations have odds ratios greater
than one, they are all small numbers. This indicates that even when RCG-generated and
human-submitted comment moods are correlated, the relationship is weak.

Regarding the LLM-based RCGs, our observations show that DBRX-generated com-
ments significantly co-occur with human comments, unlike LLaMA2. We suspect that
while enterprise LLM-based RCGs may ask questions in the same cases as humans, the
problem of hindering beneficial discussions remains a concern unless they can also effec-
tively follow up on discussion points. Furthermore, one should question the similarity
between questions asked by the models and humans. We explore these aspects further in
Section 6.4.

The association of comment mood between human-submitted and RCG-generated com-
ments diminishes when only considering discussion-inducing changes. Table 6.2 shows that,
compared to the same setting for all comments, either the significant association is lost
or the odds ratio decreases. It means that comment moods differ more among discussion-
inducing comments than among other review comments.

To complement our analysis,RCG interrogative comment density versus human review-
ers. A Mann-Whitney U test shows significant differences in distributions between studied
RCG- and human-submitted interrogative comments in all experiments. Contrasting this
observation with the results on the association of the comment moods, it appears that
RCGs, indeed, behave differently than humans when generating interrogative comments.
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Table 6.1: Rate of generated interrogative comments for studied RCGs.

Type : . :

RCG All Discussion-inducing | top_k
15.30% 15.52% 1

16.14% 16.31% 3

AUGER 15.96% 15.80% | 6
15.60% 15.64% 10

0.91% 0.91% 1

6.08% 6.22% 3

CodeBert 14.21% 14.85% 6
19.61% 20.57% 10

4.12% 4.18% 1

. 15.62% 15.57% 3
CodeReviewer | o aqor 24.00% 6
27.54% 28.02% 10

DBRX 65.26% 67.62% 1
LLaMA2 | 47.67% | 46.64% | 1
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Table 6.2: Odds ratios and Fisher’s exact test p-values for RCGs are shown. A corrected p-value below
0.0018 (*) indicates significance. Ratios > 1 or < 1 imply positive or negative associations, respectively,
with significant ones in bold.

odds ratios p-values
All comments Discussion-Inducing comments All comments Discussion-Inducing comments
top-1 top-3 top-6 top-10  top-1 top-3 top-6 top-10 top-1 top-3 top-6 top-10 top-1 top-3 top-6 top-10
AUGER 1.0178  1.0001  1.0020 1.0038 1.0762 1.0153 1.0367 1.0378 6.6931e-01 1.0000e+00 9.0257e-01 7.6428¢-01 2.7679¢-01  6.9533e-01 1.7836e-01 7.5635e-02
CodeBert 1.1597 1.0564 1.1150 1.0716 1.1979 1.1031 1.0973 1.0550 5.4031e-02 1.9305e-03 3.5884e-37* 1.9010e-32* 1.8091e-01 7.7971-04%  3.2262e-11* 1.7494e-08*
CodeReviewer 1.0061 0.9613 1.0546 1.0270 1.0122 0.9296 1.0165 1.0187 8.6718¢-01 8.5961e-04* 1.1110e-13* 3.9885e-07* 8.5674c-01 1.5052e-04* 1.5752¢-01 3.0259¢-02
DBRX-Based 1.1366 - - - 11249 - - - 2.26e-08*% - - - 0.0024 - - -

LLaMA2-Based  0.9653 - - - 0.9873 - - - 0.1074 - - - 0.7305 - - -




Table 6.3: Entropy of the density of interrogative comments for all and discussion-inducing
code changes.

Type All ‘ Discussion-inducing ‘
RCG top-k
entropy p-value ‘ entropy p-value ‘
0.297 0.00 | 0.337 <.001| 1.0
0431  <.001 | 0.456 <.001| 3.0
AUGER 0.520 <.001 | 0.546 <.001| 6.0
0.578  <.001 | 0.593 <.001 | 10.0
0.068 0.00 | 0.073 0.00| 1.0
0.353 0.00 | 0.389 0.00 | 3.0
CodeBert 0.553  <.001 | 0.576 <001| 6.0
0.641 <.001| 0.671 <.001 | 10.0
0.169 0.00 | 0.154 0.00| 1.0
CodeReviewer 0.470 < .001 0.497 < .001 3.0
view 0.613 <.001 | 0.641 <.001| 6.0
0.673 <.001 | 0.707 <.001 | 10.0
DBRX | 0555 <.001| 0.567 <.001 | 1.0
LLaMA2 | 0402  <.001| 0.399 <.001 | 1.0

We repeated this test for discussion-inducing code changes. Notably, the distribution of
RCG-generated interrogative comments remains largely unchanged by filtering out the non-
discussion-inducing code changes. To verify that RCGs, unlike humans, treat discussion-
inducing code changes similar to the rest of the changes, we perform a Mann-Whitney U
test over RCG-generated comments for task-specific changes and all the changes to explore
whether the density of interrogative comments differs. The test yielded p-value=0.8852,
indicating that the null hypothesis (i.e., both samples are drawn from the same distribution)
cannot be rejected. Based on this observation, when faced with a discussion-inducing code
change, RCGs treat them with no difference, leading to potentially missing out on useful
discussion in code review.
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s 2
Neither task-specific nor LLMs-based RCGs generate interrogative comments like hu-

mans. RCG-generated and human-submitted interrogative comments differ in terms of
frequency of interrogative comment and their density per MR. Moreover, RCGs treat
discusston-inducing changes similar to other changes, potentially diminishing the depth

of review discussions.
\ J

When do Review Comment Generators generate interrogative comments?

Given that RCG-generated interrogative comments differ from the humans’, we compute
the entropy of normalized interrogative comments per MR, i.e., count of interrogative
comments over the top-k, as a measure of regularity for task-specific RCGs. A higher
entropy indicates that the number of RCG-generated interrogative comments varies more
from one MR to another, making their overall behaviour more irregular. Table 6.3 presents
the normalized entropy of interrogative comment density using Equation 6.1:

— > ¢, rate; x log, rate;
log, (number of MRs)

Normalized Entropy = (6.1)

Furthermore, this table presents the p-values yielded from the Mann-Whitney U test to ex-
plore statistically whether the distribution of the generation rate of interrogative comments
is different for RCGs and humans in each setting.

In Table 6.3, we observe that the p-value is less than the corrected alpha=0.0018 all
the time, indicating that human-submitted and RCG-generated interrogative comments
have different regularity in their rate per MR. Also, we notice an increase in k results in
higher entropy for RCG-generated interrogative comments. While prior studies suggest
that larger k settings lead to better performance [39, |, predicting RCGs’ behaviour in
generating interrogative comments may be challenging due to this irregularity.

We separately investigate the regularity of RCGs for discussion-inducing changes. Higher
entropy in interrogative comments, as shown in Table 6.3, suggests less regularity in gen-
erating them, thus having more challenge predicting the RCG behaviour.
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s 2
While considering larger top-k suggestions leads to higher quality RCG-generated com-

ments, it also increases the entropy of interrogative comments in task-specific RCGS,
making it increasingly harder to speculate about the RCG behaviour. Thus, RCGs not
only pose questions with which authors might not be able to interact, but they also
pose them with patterns that differ from humans. Additionally, while predicting the
behaviour of task-specific RCGs in generating interrogative comments for discussion-
inducing code changes is more important than normal code changes, the higher entropy
shows that it is, in fact, more challenging.

6.4 Qualitative Analyses

In this section, we study the types and intentions of the RCG-generated interrogative
comments for both RCGs and LLMs by comparing them with human-submitted comments.
We analyze the content of interrogative comments and categorize them to shed light on
the questions-posing behaviour of RCGs and LLMs. Below, we describe our approach,
followed by our results.

6.4.1 Approach

We adopt a catalogue of comment categories from prior work [35, | to compare the types
and intentions of interrogative code review comments generated by RCGs with those of
human reviewers. The catalogue is derived from two sources—one for comment types [ 17]
and one for interrogative comment intentions [35]. The white rows of Table 6.4 present the
twelve comment categories proposed by Ochodek et al. [117] to describe different types
of code review comments, whereas the grey rows show the three new comment categories
that emerged from our dataset but did not exist in the categories proposed by Ochodek et
al. [117]. Similarly, Table 6.5 presents the five primary intents behind review queries that
were identified by Ebert et al. [35]. We leverage the types of questions posed by RCGs to
further uncover how RCG can aid in code review.

Since inspecting all of the interrogative comments is impractical, we draw a random
sample containing both task-specific RCG- and human-submitted code review comments.
We then apply blended coding [52] to the sample, initially using established categories for
comment types [117] and intentions [35], while also integrating new categories to capture
emergent trends. The following sections will detail our sampling method and the blended
coding approach that we use.
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Table 6.4: Code review comment types (Ochodek et al. |

|), with the inclusion of new

types identified in our analysis (in gray).

Comment Type

Description

code design
code style
code naming
code logic
code data
code api

code doc
compatibility
config/... /review
code purpose
code exception

code testing

Code review comments related to the structural organization of the
code (e.g., class design).

Code review comments pertaining to the code’s layout and readabil-
ity.

Code review comments focusing on the conventions used for naming
variables, functions, classes, etc.

Code review comments that discuss the logic and operations within
the code, such as algorithms.

Code review comments that address the handling and usage of data
(e.g., variables) within the code.

Code review comments on the use and evolution of APIs within the
codebase.

Code review comments that concern documentation and commen-
tary in the source code.

Comments related to compatibility with operating systems, tools,
and various versions.

Code review comments about the process of submitting and review-
ing patches and commits.

Code review comments about the necessity for changes, typically to
clarify the intention behind code segments.

Code review comments related to exception handling within the
code.

Code review comments related to existing tests or the need for new
tests.

Sampling

Similar to prior studies [39,

|, our analyses focus on initial review comments and exclude

subsequent responses in the review threads. Given our goal of identifying the types and
intentions of interrogative comments, our attention is narrowed to questions posed by either
human reviewers or RCGs. In our dataset, the code review comments are categorized into
three groups based on who produced the comment: (1) human reviewers only, (2) task-
specific RCGs only, or (3) both human reviewers and task-specific RCGs. We randomly
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Table 6.5: Code review comment intentions (Ebert et al. [35])

Intention Description
Suggestions Inquiries that subtly propose a course of action.
Requests Questions seeking details such as explanation related to the

code under review.

Hypothetical Scenarios Questions that construct a potential situation which may not
have been previously considered.

Rhetorical Questions Questions paired immediately with their answers, serving to
emphasize a point.

Table 6.6: Distribution of generated comment types for interrogative comments.

Comment Type Human RCGs GPT-4 LLaMA2

code logic 54.37% 40.00% 42.17%  38.64%
code design 14.56%  7.37%  7.23% 6.82%
code naming 9.71%  8.42%  3.01% 2.27T%
code data 3.88%  5.26%  4.82% 6.82%
code testing 3.88%  1.05%  3.61% 0.00%
code api 291% 211% 3.61% 0.00%

code exceptions  2.91%  7.37% 14.46% = 20.45%
config/../review  1.94%  3.16%  0.60% 0.00%

code purpose 1.94% 22.11% 13.86%  15.91%
code style 1.94%  3.16%  3.61% 4.55%
code doc 0.97%  0.00%  2.41% 4.55%
compatibility 0.97%  0.00%  0.60% 0.00%
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Table 6.7: Distribution of question intentions for generated interrogative comments.

Comment Intention Human RCGs GPT-4 LLaMA2

Suggestions 63.11% 40.00% 14.46%  13.64%
Requests 23.30% 56.84% 72.89%  84.09%
Rhetorical questions 8.74%  3.16%  0.00% 2.27%
Hypothetical scenario  4.85%  0.00% 12.65% 0.00%

select samples from each category and merge these into a composite sample set to ensure
representation from all types of review comments. We then use GPT-4- and LIAMA2-
based RCGs to generate LLM-based responses for the sampled set. Moreover, to ensure
that LLMs have not been exposed to the code changes during their training, we augment
this set with 30 additional changes for LLM-based RCGs, balanced between interrogative
and declarative comments, that were introduced after the cutoff date for the LLM training
period at the time they are used.

Blended Coding

We employ a blended coding approach [52] to label the sampled set of interrogative com-
ments. This strategy allows us to leverage categories from prior studies while we still have
the flexibility to create new categories.

Two coders with related expertise inspect each entry in the sample, focusing on in-
terrogative review comments by both reviewers and RCGs. The coders also label false
positives (i.e., non-interrogative comments) as a separate class. Furthermore, for consis-
tency, in multi-question comments, the coders only label the first question. As a first
step, in a preliminary collaborative session, for the task-specific RCGs, the coders label
100 interrogative comments, separate from the sampled set, to lay the common ground
for the initial categories. For LLM-based RCGs, coders label only 50 samples to refine
guidelines, as these comments are more structured due to the superior language skills of
LLMs. Subsequently, each coder independently labels the remaining comments in batches
of 50, alternating between human reviewers and RCG-generated comments. In addition to
the content of interrogative comments, the coders use the comment context, such as the
referenced changes to the code, the type of RCG, and the responses to human reviewer
comments. After each batch of 50 comments, the coders meet to resolve discrepancies
and refine the emerging categories. For disagreements, coders explain their rationales and
jointly decide. The first author arbitrates unresolved disputes. This iterative process con-
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tinues until our saturation [15, 53] criterion is satisfied, i.e., no new codes are identified
across two consecutive batches. This criterion is met after labelling 150 samples of entries.

To assess the reliability of the coding task, we measure the inter-rater reliability using
Cohen’s Kappa score across the two coders. We repeat the measurement for both dis-
tinct coding tasks for the four sources of comment generation, i.e., categorizing the type
and intention of generated comments by task-specific RCGs, the GPT-based RCG, the
LLaMA2-based RCG, as well as the human reviewers. For task pairs of comment type
and interrogative intention, we obtain Kappa score pairs of (0.49, 0.45), (0.67, 0.66), (0.60,
0.50), and (0.61, 0.43) for task-specific, GPT-4, LLaMA2, and human reviewers, respec-
tively. These scores reflect substantial agreement on comment type and thread response
decisions for both LLMs. The scores for comment type tasks show moderate agreement
for task-specific RCGs, and substantial agreement for the other two RCGs [31]. For the
interrogative comment question, the Kappa score for human-submitted comments is inter-
preted as substantial agreement while the other RCGs have a moderate agreement rate.
Lower Kappa scores in some tasks were attributed to the high diversity of possible labels
and noise from hard-to-parse generated comments.

6.4.2 Results

Tables 6.6 and 6.7 summarize the results of the coding task. We discuss our findings with
respect to comment type and intention below.

Comment Type: What types of comments can be observed within the scope of
generated interrogative comments?

Table 6.4 highlights three new emergent categories of comment types (cells with a gray
background). Conversely, our analysis does not reveal any examples of types code io,
code doc, compatibility, rule def, and config building/installing in either human or RCG
comments.

LLM-based RCGs pose more documentation-related questions (2.41% and 4.55% of all
generated interrogative comments for GPT-4 and LLaMA2, respectively) than both human
reviewers (0.97% of all human-submitted interrogative comments) and task-specific RCGS,
which do not ask this type of question. This suggests that LLM-based RCGs could serve
as vigilant overseers for code documentation quality.

RCGSs pose more questions about exceptions than human reviewers. While task-specific
RCGs are notably adept at generating such interrogative comments (7.37% of all their gen-
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erated interrogative comments), LLMs ask about exceptions even more frequently (14.46%
and 20.45% for GPT-4 and LLaMAZ2, respectively). We find that these task-specific and
LLM-based RCGs are especially adept at raising exception-handling concerns for common
APIs, such as file I/O operations, whereas human reviewers excel at pinpointing complex
issues, such as neglected edge cases.

Human reviewers more frequently question the logic behind code changes (54.37%), such
as conditional placement or potential oversights in handling edge cases, compared to RCGs
(38.64%-42.17%). In contrast, RCGs’ (22.11%) and LLMs’ (13.86% and 15.91% for GPT-
4 and LLaMA2, respectively) questions often concentrate on the purpose for the changes,
possibly reflecting their more limited grasp of the code’s broader context. Human reviewers
are often among the core developers of the projects [109] or have past involvement with the
modified files and subsystem in the code change [155]. By using this prior context on the
changed files, they can provide more in-depth interrogative comments on improving the
code logic. RCGs lack this context. As a result, they often question the rationale behind a
code change rather than the logic of the code being changed. Moreover, providing all of the
available code and documentation may not resolve this problem since the additional context
may be misleading, yielding poorer results while imposing higher computation costs [97].
Based on this observed behaviour, our findings suggest that humans are better suited to
review code changes involving complex logic. They often question the logic of the changes,
leading to potentially useful discussions. On the other hand, RCGs, whose questioning
style diverges from human reviewers’, probe the logic underlying a change considerably
less frequently and ask more frequently about the purpose.

While RCGs excel at identifying unhandled exceptions, they fall short in contextual un-
derstanding, frequently using interrogative comments to seek context about code changes

(54.37%).

Intention: What are the perceived intentions behind generated interrogative
comments?

During labeling, we encounter all intent categories [35] except Attitudes and emotions.

Human reviewers primarily (63.11% of sampled comments) use interrogative comments
to provide suggestions, whereas task-specific (56.84%) and LLMs-based (72.89% for GPT-
4 and 84.09% for LLaMA2) RCGs primarily ask questions to gain more information or
justifications for code changes. For example, in a specific code change,® a reviewer suggests,

9https://gerrit-review.googlesource.com/c/gerrit/+/194420

102


https://gerrit-review.googlesource.com/c/gerrit/+/194420

“Cannot be list.sort(comparing(GpgKeylnfo::id))?” , while CodeBert comments, “This is a
bit confusing. Does this work for a single GpgKeylnfo?/...]”, reflecting confusion possibly
due to limited context. This outcome supports our previous observation concerning the
comment types. Moreover, since current RCGs do not engage in the resulting discussions
and, thus, do not use the information provided by the author, these comments hinder the
productive use of RCGs. While LLMs do not face this limitation, this may still hinder
their usefulness since, if they do not provide a suggestion, the responsibility to devise one
rests solely with the authors.

Indeed, a considerable portion of LLM-based RCG inquiries request more information
about the code change (72.89% for GPT-4 and 84.09% for LLaMA2), prompting authors
to propose solutions rather than offering them like human reviewers. This trend may
be partially attributed to a relative lack of context compared to human reviewers, who
request additional information in 23.30% of interrogative comments. It also exceeds the
rate at which task-specific RCGs seek information (56.84% of times). Although this trait
is beneficial if LLMs continue the discussion or have relevant context at hand, authors
may have to respond to many questions when addressing reviews, potentially prolonging
the code review process. Even when authors provide the requested information in their
responses, LLLMs do not always engage with discussion threads, resulting in wasted time
and unresolved comments.

Human reviewers occasionally (4.85%) propose hypothetical scenarios to probe potential
1ssues—a practice that RCGs do not replicate, with the exception of GPT-/-based RCG
(12.65%). For example, in a specific code change, a reviewer inquires, “Should we reload
plugins in dependency order if the caller gave us more than one and one depends on the
other??”'Y This question highlights a scenario potentially missed by the code author. This
illustrates the limited capacity of RCGs to consider the relevant project context to draw
attention to possible defects that authors may have overlooked. While task-specific RCGs
are trained on human-submitted comments, since they lack the context of the project under
scrutiny and the necessary capacity to assess the code for potential hypothetical scenarios,
they cannot ask hypothetical questions that can help draw attention to potential bugs or
future issues. Our qualitative analysis reveals that the LLaMA2-based RCG similarly lacks
the capability for this task. Meanwhile, GPT-4-based RCG is capable of asking such types
of questions, asking them more often than humans. This showcases the need to carefully
select the type of RCGs based on the desired outcomes.

Our intention-based analysis highlights that most of the studied RCGs have a limited
understanding of the code’s context. While LLM-based RCGs could mitigate this issue

Onttps://gerrit-review.googlesource.com/c/gerrit/+/54428
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using transfer learning techniques [62], they still require significant advancements in rea-
soning [181] to effectively simulate the nuanced thought processes of human reviewers,
especially concerning logical reasoning [10, 14, 96]. Thus, human reviewers still provide
unique benefits for code changes that rely heavily on historical context or external infor-
mation, such as bug fixes or integration with private APIs. Reliance on RCGs for such
reviews may lead to an ineffective cycle of rationale-seeking code review comments.

While rhetorical questions are used by humans (8.74%) to draw author attention [100],
strengthen reviewer arguments, and aid in convincing authors [119] to take action, task-
specific (3.16%) and LLM-based (0% for GPT-4 and 2.27% in LLaMA2) RCGs seldom
employ this technique. Even if RCGs could express the same concepts in a declarative
manner, this could potentially hamper the communication of ideas and increase author
resistance to perceiving mistakes.

This finding, though subtle, suggests that task-specific RCGs do not fully leverage the
expressive capacity of natural language. Over time, this limitation could impede devel-
opment velocity by diminishing RCG effectiveness in highlighting the significance of some
comments over others through careful word choice. On the other hand, LLM-based RCGs
may perform better in this regard at the cost of increased latency and resource consump-
tion [67].

s N
Human reviewers predominantly use interrogative comments (63.11%) to offer sug-

gestions, highlighting the subtle differences in review strategies. Their second most
common intention is to request more information about the change (23.30%). Con-
versely, task-specific RCG comments mainly request more information (56.84%), with
recommendations being the next most common purpose (40%). LLM-based RCGSs fol-
lows the same pattern with GPT-4 and LLaMA requesting more information 72.89%
and 84.09% of the time and making suggestions 14.46% and 13.64% of the time, re-
spectively.

6.5 Automatic Code Review Proposed Task: Discus-
sion Thread Response (zeneration

Code Review Discussion Thread Response. We propose this task as a part of the
code review automation and focus our anlysis on discussion threads that were initiated
by a human posing an interrogative comment, and were classified as a discussion thread
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Figure 6.2: similarity scores (median) of responses of LLM-based RCGs to comment
threads.

according to our definition in Section 6.3.1. We inspect the generated comments for their
similarity to human reviewer comments using a five-point Likert scale, where zero indicates
no similarity and five indicates a match. Each coder independently labels responses in
batches of 50 from the sampled dataset if the entry meets these criteria. After each batch,
the coders resolve discrepancies. Overall, 60 of the studied entries meet these criteria.
Figure 6.2 plots the similarity between the generated responses and human comments.

While LLM-based RCGs can effectively address discussions centered on comment types,
such as identifier naming, the alignment with human responses diminishes in threads initi-
ated by other comment types, such as design. To further analyze our results, we calculated
the Area Under Curve (AUC) for the LLM-based RCGs predictions for thread resolution.
The resulting AUCs are 72.34% for GPT-4 and 42.04% for LLaMA2. These observations
reveal that current LLMs are promising in emulating reviewer responses; however, the type
of comment and the intention of the initial reviewer question play a key role. Moreover,
Figure 6.2 shows that the choice of the LLM influences performance, with GPT-4 outper-
forming LLaMAZ2 by at least one unit on the Likert scale in six of the categories, and only
underperforming in two categories.
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LLM-based RCGs show promise in following up on interrogative discussion threads
in code review, especially for topics such as naming. Since their performance varies
substantially based on the type of comment and intention of the thread, LLM-based
RCGs should not yet be considered a direct replacement for human reviewers.

6.6 Threats to Validity

Construct Validity threats undermine measurement effectiveness [173]. One construct
threat is imposed by the heuristic that we use to identify interrogative comments. To
assess its accuracy, we manually label 377 review comments and observe that our heuristic
achieves a 0.894 kappa score, indicating almost perfect agreement.

While hallucinations [I, 10] could be a problem for our study, we did not notice any
systematic examples of such errors during our inspection in Section 5. Therefore, this
should not be a concern for our observations in this study. Correctness of the questions
asked by the RCGs is another threat. Unfortunately, due to the high volume of interrog-
ative comments and the lack of domain knowledge for the Gerrit project, coders cannot
verify whether interrogative comments related to a code change are correct. While the
incorrect questions can waste the authors’ time and impose unnecessary workload, in this
study, our focus is primarily on comment mood, whether they are correct or not. However,
hallucinations and the correctness of interrogative comments are interesting future studies.

Internal Validity threats relate to uncontrolled confounding factors [173]. Of concern
is the subjective judgment of coders in qualitative tasks. To mitigate this, we adhered to
best practices [23, 81, ] for qualitative analysis. Disagreements between coders were
resolved through collaborative discussion until a consensus was reached. Cohen’s Kappa
inter-rater reliability scores indicate moderate to perfect agreement. Given the complexity
of selecting labels from lists of 15 and 5 categories for the type and intent of comments,
respectively, such agreement levels are often deemed acceptable [31, 82, ]. Also, to
balance coder subjectivity and allow new categories to emerge, we employed a blended
coding approach [52].

External Validity threats impact the generalizability of the findings. One such threat is
our focus on a single community. While we acknowledge that this weakens generalizability,
the Gerrit community is selected due to its long-standing commitment to performing a
rigorous review process. This makes the Gerrit community an exemplar for other com-
munities that consistently practice code reviews over time, thus lending relevance to our
findings.
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6.7 Conclusions and Lessons Learned

In this chapter, we study interrogative comments generated by RCGs. To that end, we use
three state-of-the-art task-specific RCGs [13, 89, 90] and three LLMs to generate code re-
view comments and quantitatively and qualitatively analyze the interrogative ones. Below,
we distill lessons for both development and research communities.

e On Development. Human reviewers are still necessary for submitting in-
terrogative comments during code review, as neither task-specific RCGs
nor LLM-based ones can fully replace them. Indeed, when RCGs pose ques-
tions, they primarily inquire about the rationale behind changes (56.84%, 72.89%
84.09% for task-specific, GPT-4-, and LLaMA2-based RCGs, respectively), unlike
human reviewers who more often propose solutions (63.11%). We conjecture that
projects can benefit from presenting RCG-generated comments to human reviewers
during the review process. This is supported by our results where RCGs more fre-
quently ask questions related to code exceptions (7.37%, 14.46%, and 20.45% for
task-specific, GPT-4-, and LLaMA2-based RCGs, respectively) and documentation
(2.41% for GPT-4 and 4.55% for LLaMA2) than humans (0.97% and 2.91% for doc-
umentation and exceptions, respectively). This approach can complement human
reviewers, leading to a broader review process. Indeed, similar approaches have been

effective in enhancing the code review process [09, |. Furthermore, while early
work suggests that LLMs have limitations in logical reasoning [14, 96], and that
current LLM-based RCGs do not outperform task-specific RCG [99], we find that

LLM-based models mitigate some issues of current RCGs such as interacting with
the authors. Specifically, in cases where human reviewers request information, LLM-
based RCGs can resolve discussion threads similarly to humans (72.34% AUC for
GPT-4). This suggests that using LLMs in review discussions could reduce devel-
oper workload more effectively than task-specific RCGs.

e On Research. Researchers should explore ways to control the generation
of interrogative comments and propose methods to automate the new
proposed task of discussion thread response generation. The median share
of interrogative comments for task-specific RCGs is 15.61%. This noticeable share
highlights the importance of these questions. Additionally, the studied RCGs do
not consistently mimic humans in submitting interrogative comments, making their
behaviour more irregular and erratic. Since task-specific RCGs do not currently
participate in follow-up discussions, the usefulness of this large portion of generated
comments, especially for discussion-inducing changes, is hindered, or worse, these
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tools may stifle beneficial conversations. Thus, we recommend that research focus
on either reducing the current conversation-impeding interrogative comments from
these models or integrating additional context into the model inputs. This enhance-
ment could enable RCGs to understand and respond to the various facets of a change
more effectively. Also, LLMs such as GPT-4 show promise in the review automation
proposed task for responding to the threads in specific types of comments and deter-
mining resolved threads (72.34% AUC for GPT-4, but only 42.04% AUC for LLaMA2
for the resolution task). Future research should determine how to choose (and fur-
ther improve) RCGs to respond to the review discussions as a task in automatic code
review generation that has not been feasible previously.

6.8 Chapter Summary

In this chapter, we investigate whether ACR tools are advanced enough to render CRR
systems and other human recommendation tools in code review obsolete. We observe
that, despite promising results in specific tasks, such as determining whether a code review
discussion is resolved, ACR processes have not yet replaced human involvement. Therefore,
we conclude that continued investment in improving code review automation approaches
and addressing their challenges would be beneficial in the long run.

108



Part 1V

Final Remarks

109



Chapter 7

Conclusion and Future Work

Code review is an important step in improving proposed code changesets. Code review
automation approaches have been proposed to speed up this time-consuming process and
to help developers keep up with the rapid pace of modern software development.

While in theory, these tools promise to boost the software development process, they
can fall short when deployed. In this thesis, we empirically study challenges and explore
the relevance of these approaches with the emergence of Automatic Code Review (ACR)
approaches.

The primary goal of this thesis is to better understand the practical challenges of using
automated code review suggestions. To achieve this goal, we harness the information from
Version Control System (VCS) platforms on historical data and within the review platforms
such as Gerrit' and GitHub.? We formulate and evaluate the following thesis statement:

Thesis Statement

Practical challenges in code review processes diminish the usefulness of code review
automation. A multi-faceted approach to address issues like reviewer staleness and the
bug-proneness of changesets will improve the interplay between human and automation,
thereby enhancing automation outcomes.

We empirically study some of the practical challenges that practitioners face when
employing the code review automation approaches and explore whether Code Reviewer
Recommendation (CRR) systems are obsolete considering the current state of Automatic
Code Review (ACR) process. Our studies confirm that CRR approaches face practical
challenges, such as staleness and risks to project safety. These issues can erode the trust of

110



developers and discourage the adoption of these approaches [185]. Furthermore, our last
study demonstrates that code review automation approaches remain relevant despite recent
advancements in ACR, highlighting the importance of continued investment in improving
these systems. Below, we reiterate some of the core findings of these studies:

7.1 Contributions and Findings

1. Part II: Limitations of CRR System

(a)

Unintended negative impact of CRR systems: Despite the main goal
of code review suggestion systems to speed up the review process, practitioners
who deploy these systems encounter challenges, such as stale reviewers (Chapter
4) and risky reviewer recommendations (Chapter 5).

Identifying the effect of considering contribution recency on the stale-
ness of CRRs: While considering the recency of contributions can mitigate the
risk of recommending stale reviewers, the complex behaviour of multi-objective
CRR systems can overshadow this impact if not evaluated independently (Chap-
ter 4).

Understanding the impact of ignoring the changeset bug-proneness:
CRR systems may compromise project safety by suggesting less experienced
reviewers for risky changesets due to their multi-faceted behaviour. While this
approach can be beneficial for non-risky code changes, it undermines project
safety when dealing with bug-prone changesets (Chapter 5).

Mitigation strategy adaptability: While there is no silver bullet to resolve
existing challenges, enabling practitioners to adjust the provided CRRs with
flexible and simple configurations can improve the adaptability of these systems.
Therefore, all our mitigation strategies include a setting to adjust depending on
the project state of development, as well as guidance on the potential side effects
of possible configurations (Chapter 4 and Chapter 5).

Enabling the reuse of existing CRR systems: Our proposed mitigation
strategies for addressing stale reviewers and enhancing project safety can be
integrated with existing CRR systems to improve the staleness (Chapter 4) and
safety (Chapter 5) of the recommended reviewers.

2. Part III: Practicality of CRR Systems
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(a) Relevance of automatic review suggestion systems: Neither state-of-the-
art task-specific nor LLM-based Review Comment Generator (RCG) systems
can replace human reviewers when it comes to asking questions during code
review.

(b) Understanding behaviour of RCGs concerning interrogative comments:
RCGs differ from humans when reviewing a PR, particularly when the code
change induces review discussion. This difference is evident in both the quantity
and quality of questions. For instance, human reviewers often use interrogative
questions to suggest solutions when pointing out problems, whereas RCGs do
this noticeably less often in the sample dataset. Instead, they more often ask
about the purpose of the code change (Chapter 6).

(c) Performance of LLMs on following-up review threads: LLMs’ perfor-
mance on discussion thread resolution shows promising results. However, they
regress when they are required to follow up on the thread and respond to the
author (Chapter 6).

7.2 Prospects for Future Research

This thesis makes a meaningful contribution to understanding the practical challenges that
automatic code review suggestion tools are facing, yet, many other questions remain open
to future research. Below, we outline several promising directions for further work.

7.2.1 Assessing the Validity of Our Findings in Different Soft-
ware Development Settings

Although we explore some of the practical challenges in employing CRR systems in various
stages of their recommendation, we do not investigate the extent to which these challenges
could be generalized to other code review suggestion tools such as code review comment
recommenders [01]. We believe one avenue for future works to explore is to investigate
the applicability and validity of our findings in different code review settings, such as in
large-scale, closed-source environments, to ensure that these challenges stand true in those
settings and that our proposed solutions are robust and generalizable across different types
of projects and organizational settings.
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7.2.2 Comprehensive Code Reviewer Recommendation improve-
ment Toolkit Development

In this thesis, we identify and address specific challenges faced by CRR systems. Future
work should aim to integrate these solutions, as well as prior challenges [109], into a
comprehensive toolkit that can manage multiple aspects of the code review process, such
as the risk of the proposed changeset and the knowledge turnover rate of the project.

7.2.3 Assessing the Impact of Employing Improved Predictors
for Stale Reviewers

Predicting stale reviewers accurately is crucial for maintaining an efficient review process.
This thesis proposes a simple time-based filtering strategy to mitigate recommendation
staleness. Future research should focus on better predictors for identifying and filtering
the top-recommended stale reviewers while trying to minimize the exclusion of available
developers.

7.2.4 Surveying the Usefulness of Mitigation Strategies

We have validated our proposed mitigation strategies by simulating the review process
throughout the project history. However, we believe a positive affirmation from developers
who use our techniques is a complementary stage to this study. Conducting surveys to
assess their practicality and effectiveness would provide valuable feedback which can be
used in developing a comprehensive CRR toolkit.

7.2.5 Development of Task-Specific or Large Language Model-
based Models to Follow Up on Discussion Threads

While we investigate the performance of three LLMs from two different sizes on the pro-
posed task of following up on the code review discussion for ACR, we believe developing
task-specific models or fine-tuning existing models can lead to better results both for code
review thread resolution and responding to the thread. This research would involve train-
ing models on large datasets of code review discussions to learn how to generate meaningful
follow-up questions and responses. It may also benefit from some levels of human feedback
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to align the responses with human expectations. In addition, these models should be ca-
pable of understanding the context and subtle differences between the ongoing discussions,
helping to maintain the flow of communication and ensuring that important issues are
addressed.

7.2.6 Assessing the similarity of Human-submitted and Machine-
generated Comments

We study interrogative comments as one type of comment that plays a crucial role in
understanding code review. However, a comprehensive assessment of the RCG-generated
comments against human-submitted comments could yield interesting results. This study
would especially be useful since we can now measure the semantic similarity of comments
using embedding models [176], which allow for a quantitative assessment of the quality and
relevance of these comments.

7.2.7 Developing an Automatic Code Reviewer Selection Model

Another interesting area of exploration is the development of a new family of CRRs that
assesses the submitted code changeset and suggests whether the change can be reviewed
automatically or, due to factors such as being error-prone, a human reviewer is required.
This new family of CRRs can help balance the workload and ensure critical changes receive
adequate human attention.
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Appendix A

Experiment details and Supporting
Materials for “Studying the Staleness
of Code Reviewer Recommendation
Systems”

Table A.1: Precision, Recall, and F-Score for the applied time-based filter as a mitigation
plan for different approaches on different settings.

Approach K PoontributionGap Project Precision Recall F-score
LearnRec 1 1 month Roslyn 100.00  79.43 88.53
LearnRec 2 1 month Roslyn 100.00  89.70 94.57
LearnRec 3 1 month Roslyn 100.00  92.51 96.11
LearnRec 1 3 months Roslyn 100.00  78.17 87.75
LearnRec 2 3 months Roslyn 100.00  89.39 94.40
LearnRec 3 3 months Roslyn 100.00  92.33 96.01
LearnRec 1 6 months Roslyn 100.00  76.23 86.51
LearnRec 2 6 months Roslyn 100.00  88.95 94.15
LearnRec 3 6 months Roslyn 100.00  92.10 95.89
LearnRec 1 1 year Roslyn 100.00  67.04 80.27
LearnRec 2 1 year Roslyn 100.00  87.12 93.12

Continued on next page
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Table A.1 continued from previous page

Approach K Peoontributioncap Project Precision Recall F-score
LearnRec 3 1 year Roslyn 100.00  91.07 95.33
LearnRec 1 1 month Rust 100.00 100.00  100.00
LearnRec 2 1 month Rust 100.00 100.00 100.00
LearnRec 3 1 month Rust 100.00 100.00  100.00
LearnRec 1 3 months Rust 100.00 100.00  100.00
LearnRec 2 3 months Rust 100.00 100.00 100.00
LearnRec 3 3 months Rust 100.00 100.00  100.00
LearnRec 1 6 months Rust 100.00 100.00  100.00
LearnRec 2 6 months Rust 100.00 100.00 100.00
LearnRec 3 6 months Rust 100.00 100.00  100.00
LearnRec 1 1 year Rust 100.00 100.00  100.00
LearnRec 2 1 year Rust 100.00 100.00  100.00
LearnRec 3 1 year Rust 100.00 100.00  100.00
LearnRec 2 1 month Kubernetes 100.00  99.93 99.97
LearnRec 3 1 month Kubernetes 100.00  95.00 97.44
LearnRec 1 3 months Kubernetes 100.00 100.00  100.00
LearnRec 2 3 months Kubernetes 100.00  99.93 99.97
LearnRec 3 3 months Kubernetes 100.00  94.75 97.31
LearnRec 1 6 months Kubernetes 100.00 100.00  100.00
LearnRec 2 6 months Kubernetes 100.00  99.93 99.96
LearnRec 3 6 months Kubernetes 100.00 94.15 96.99
LearnRec 1 1 year Kubernetes 100.00  100.00  100.00
LearnRec 2 1 year Kubernetes 100.00  99.89 99.95
LearnRec 3 1 year Kubernetes 100.00  91.61 95.62
cHRev 1 1 month Roslyn 100.00 3.90 7.51
cHRev 2 1 month Roslyn 100.00 5.01 9.54
cHRev 3 1 month Roslyn 100.00 6.03 11.37
cHRev 1 3 months Roslyn 100.00 3.69 7.12
cHRev 2 3 months Roslyn 100.00 4.64 8.88
cHRev 3 3 months Roslyn 100.00 5.43 10.31
cHRev 1 6 months Roslyn 100.00 2.57 5.02
cHRev 2 6 months Roslyn 100.00 3.47 6.71
cHRev 3 6 months Roslyn 100.00 4.19 8.04

Continued on next page
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Table A.1 continued from previous page

Approach K Peoontributioncap Project Precision Recall F-score
cHRev 1 1 year Roslyn 100.00 1.29 2.54
cHRev 2 1 year Roslyn 100.00 2.13 4.18
cHRev 3 1 year Roslyn 100.00 2.74 5.33
cHRev 1 1 month Rust 100.00 5.90 11.15
cHRev 2 1 month Rust 100.00 8.82 16.21
cHRev 3 1 month Rust 100.00 10.43 18.89
cHRev 1 3 months Rust 100.00 4.94 9.41
cHRev 2 3 months Rust 100.00 7.49 13.94
cHRev 3 3 months Rust 100.00 8.97 16.47
cHRev 1 6 months Rust 100.00 3.93 7.57
cHRev 2 6 months Rust 100.00 5.95 11.24
cHRev 3 6 months Rust 100.00 7.25 13.52
cHRev 1 1 year Rust 100.00 2.36 4.62
cHRev 2 1 year Rust 100.00 3.77 7.26
cHRev 3 1 year Rust 100.00 4.68 8.95
cHRev 1 1 month Kubernetes 100.00 7.18 13.40
cHRev 2 1 month Kubernetes 100.00 9.42 17.21
cHRev 3 1 month Kubernetes 100.00  10.46 18.94
cHRev 1 3 months Kubernetes 100.00 5.82 11.00
cHRev 2 3 months Kubernetes 100.00 8.00 14.81
cHRev 3 3 months Kubernetes 100.00 8.81 16.19
cHRev 1 6 months Kubernetes 100.00 4.30 8.25
cHRev 2 6 months Kubernetes 100.00 6.10 11.49
cHRev 3 6 months Kubernetes 100.00 6.78 12.70
cHRev 1 1 year Kubernetes 100.00 1.99 3.90
cHRev 2 1 year Kubernetes 100.00 3.19 6.18
cHRev 3 1 year Kubernetes 100.00 3.58 6.92
Sofia 1 1 month Roslyn 100.00 2.98 5.78
Sofia 2 1 month Roslyn 100.00 3.76 7.25
Sofia 3 1 month Roslyn 100.00 4.35 8.33
Sofia 1 3 months Roslyn 100.00 2.84 5.52
Sofia 2 3 months Roslyn 100.00 3.47 6.70
Sofia 3 3 months Roslyn 100.00 3.87 7.44

Continued on next page
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Table A.1 continued from previous page

Approach K Peoontributioncap Project Precision Recall F-score
Sofia 1 6 months Roslyn 100.00 1.95 3.82
Sofia 2 6 months Roslyn 100.00 2.52 4.92
Sofia 3 6 months Roslyn 100.00 2.87 5.57
Sofia 1 1 year Roslyn 100.00 0.99 1.96
Sofia 2 1 year Roslyn 100.00 1.51 297
Sofia 3 1 year Roslyn 100.00 1.78 3.49
Sofia 1 1 month Rust 100.00 3.39 6.56
Sofia 2 1 month Rust 100.00 5.36 10.18
Sofia 3 1 month Rust 100.00 6.51 12.22
Sofia 1 3 months Rust 100.00 2.69 5.24
Sofia 2 3 months Rust 100.00 4.44 8.50
Sofia 3 3 months Rust 100.00 5.50 10.42
Sofia 1 6 months Rust 100.00 2.10 4.11
Sofia 2 6 months Rust 100.00 3.44 6.64
Sofia 3 6 months Rust 100.00 4.33 8.30
Sofia 1 1 year Rust 100.00 1.01 1.99
Sofia 2 1 year Rust 100.00 1.95 3.82
Sofia 3 1 year Rust 100.00 2.55 4.97
Sofia 1 1 month Kubernetes 100.00 5.73 10.84
Sofia 2 1 month Kubernetes 100.00 7.56 14.06
Sofia 3 1 month Kubernetes 100.00 8.46 15.60
Sofia 1 3 months Kubernetes 100.00 4.52 8.65
Sofia 2 3 months Kubernetes 100.00 6.31 11.87
Sofia 3 3 months Kubernetes 100.00 7.01 13.10
Sofia 1 6 months Kubernetes 100.00 3.17 6.15
Sofia 2 6 months Kubernetes 100.00 4.67 8.93
Sofia 3 6 months Kubernetes 100.00 5.28 10.02
Sofia 1 1 year Kubernetes 100.00 1.46 2.89
Sofia 2 1 year Kubernetes 100.00 2.43 4.75
Sofia 3 1 year Kubernetes 100.00 2.76 5.37
WRLREC 1 1 month Roslyn 15.91  80.72 26.59
WRLREC 2 1 month Roslyn 16.87  67.65 27.01
WRLREC 3 1 month Roslyn 17.76  60.18 27.42
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Table A.1 continued from previous page

Approach K Peoontributioncap Project Precision Recall F-score
WRLREC 1 3 months Roslyn 15.79  81.29 26.45
WRLREC 2 3 months Roslyn 16.72  67.79 26.82
WRLREC 3 3 months Roslyn 17.51  60.35 27.14
WRLREC 1 6 months Roslyn 15.85  79.75 26.45
WRLREC 2 6 months Roslyn 16.47  67.44 26.47
WRLREC 3 6 months Roslyn 17.06 61.24 26.68
WRLREC 1 1 year Roslyn 15.56  80.88 26.11
WRLREC 2 1 year Roslyn 16.18  69.34 26.24
WRLREC 3 1 year Roslyn 16.70  61.26 26.25
WRLREC 1 1 month Rust 17.24  57.01 26.48
WRLREC 2 1 month Rust 21.16  53.13 30.27
WRLREC 3 1 month Rust 2474  50.71 33.25
WRLREC 1 3 months Rust 17.18  57.03 26.41
WRLREC 2 3 months Rust 20.95  53.49 30.10
WRLREC 3 3 months Rust 24.57  50.60 33.08
WRLREC 1 6 months Rust 17.09  56.80 26.28
WRLREC 2 6 months Rust 20.79  53.34 29.92
WRLREC 3 6 months Rust 24.30  50.78 32.87
WRLREC 1 1 year Rust 17.03  56.43 26.17
WRLREC 2 1 year Rust 20.58  53.70 29.75
WRLREC 3 1 year Rust 23.99  50.67 32.56
WRLREC 1 1 month Kubernetes 22.13 94.71 35.87
WRLREC 2 1 month Kubernetes 20.38  90.70 33.28
WRLREC 3 1 month Kubernetes 18.76  85.28 30.75
WRLREC 1 3 months Kubernetes 22.08  95.05 35.83
WRLREC 2 3 months Kubernetes 20.37  90.60 33.26
WRLREC 3 3 months Kubernetes 18.71  84.93 30.67
WRLREC 1 6 months Kubernetes 22.09  94.82 35.83
WRLREC 2 6 months Kubernetes 20.29 91.23 33.20
WRLREC 3 6 months Kubernetes 18.63  85.82 30.61
WRLREC 1 1 year Kubernetes 22.06  95.12 35.82
WRLREC 2 1 year Kubernetes 20.26  90.72 33.13
WRLREC 3 1 year Kubernetes 18.59  85.56 30.54
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Figure A.1: The proportions of stale to all recommendations (y-axis). The period numbers
are normalized, with zero representing the oldest period.

Table A.3: Reduction of SRR in all the recommendations when time-based filter is applied

for different Settings.

Approach  PoontributionGap  Project Stale Rec. Ratio (%) Stale Rec. Ratio Improv.(%)
LearnRec 1 month Roslyn 7.93% 91.15%
LearnRec 3 months Roslyn 19.63% 78.09%
LearnRec 6 months Roslyn 29.08% 67.54%
LearnRec 1 year Roslyn 55.09% 38.51%
LearnRec 1 month Rust 7.52% 92.48%
LearnRec 3 months Rust 21.56% 78.44%
LearnRec 6 months Rust 38.06% 61.94%
LearnRec 1 year Rust 66.32% 33.68%
LearnRec 1 month Kubernetes 8.91% 90.86%
LearnRec 3 months Kubernetes 27.36% 71.94%

Continued on next page
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Approach  PeontributionGap  Project Stale Rec. Ratio (%) Stale Rec. Ratio Improv.(%)

LearnRec 6 months Kubernetes 50.45% 48.26%
LearnRec 1 year Kubernetes 78.07% 19.93%
cHRev 1 month Roslyn 0.44% 92.16%
cHRev 3 months Roslyn 1.04% 81.49%
cHRev 6 months Roslyn 2.31% 58.86%
cHRev 1 year Roslyn 3.81% 32.28%
cHRev 1 month Rust 1.13% 88.65%
cHRev 3 months Rust 2.77% 72.13%
cHRev 6 months Rust 4.62% 53.60%
cHRev 1 year Rust 7.15% 28.13%
cHRev 1 month Kubernetes 1.17% 88.79%
cHRev 3 months Kubernetes 3.17% 69.58%
cHRev 6 months Kubernetes 5.42% 48.03%
cHRev 1 year Kubernetes 8.20% 21.44%
Sofia 1 month Roslyn 0.32% 92.39%
Sofia 3 months Roslyn 0.76% 81.62%
Sofia 6 months Roslyn 1.77% 57.33%
Sofia 1 year Roslyn 2.84% 31.40%
Sofia 1 month Rust 0.69% 88.83%
Sofia 3 months Rust 1.74% 71.84%
Sofia 6 months Rust 2.84% 54.17%
Sofia 1 year Rust 4.44% 28.22%
Sofia 1 month Kubernetes 0.97% 88.56%
Sofia 3 months Kubernetes 2.58% 69.57%
Sofia 6 months Kubernetes 4.39% 48.20%
Sofia 1 year Kubernetes 6.58% 22.42%
WLRRec 1 month Roslyn 1.67% 89.45%
WLRRec 3 months Roslyn 4.16% 73.64%
WLRRec 6 months Roslyn 7.74% 50.97%
WLRRec 1 year Roslyn 12.38% 21.62%
WLRRec 1 month Rust 2.06% 88.89%
WLRRec 3 months Rust 4.97% 73.20%
WLRRec 6 months Rust 8.52% 54.03%
WLRRec 1 year Rust 12.49% 32.61%

Continued on next page
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Approach  PeontributionGap  Project Stale Rec. Ratio (%) Stale Rec. Ratio Improv.(%)
WLRRec 1 month Kubernetes 2.35% 87.87%
WLRRec 3 months Kubernetes 6.19% 68.10%
WLRRec 6 months Kubernetes 10.19% 47.47%
WLRRec 1 year Kubernetes 14.79% 23.77%
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Figure A.4: Share of top-N significant leavers for different review set sizes (K) for different
projects and approaches. The increase of Share, considering more top-N project leavers,
increased the logarithmic trend.
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Figure A.5: The distribution of lingering time for the top-3 reviewers over quarterly periods.

Table A.2: The Developers’” Work Load Ratio (DWLR) for top-3 reviewers of each Ap-
proach. This indicate that by limiting the Prontibutioncap the top-3 reviewers are recom-
mended more often.

mean std Q1 median Q3 max Approach Strategy Name ContibGap
26.11 21.47 11.76 19.15 33.33 100.00 cHRev Time-based Filter 1 month
23.42 19.78 10.79 16.21 28.57 100.00 cHRev Time-based Filter 3 months
21.19 17.63 9.76 14.81 25.00 100.00 cHRev Time-based Filter 6 months
18.55 15.61  8.61 13.33  22.22 100.00 cHRev Time-based Filter 1 year
17.01 14.77  7.93 12.29 19.28 100.00 cHRev No Filter -
26.97 21.54 12.50 20.00 33.33 100.00 Sofia Time-based Filter 1 month
23.34 19.80 10.71 16.67 27.87 100.00 Sofia Time-based Filter 3 months
21.30 18.57  9.76 15.00 25.00 100.00 Sofia Time-based Filter 6 months
18.88 16.64  8.57 13.10 23.08 100.00 Sofia Time-based Filter 1 year
17.21 16.04  7.30 12.00 21.05 100.00 Sofia No Filter -
17.82 14.74  8.63 13.41 21.43 100.00 WLRRec Time-based Filter 1 month
14.96 13.15 7.14 11.11 18.22 100.00 WLRRec Time-based Filter 3 months
13.05 11.89 6.56 9.69 16.33 100.00 WLRRec Time-based Filter 6 months
11.15 11.53  5.04 8.33 13.33 100.00 WLRRec Time-based Filter 1 year
9.24 10.50  4.07 6.59 10.87 100.00 WLRRec No Filter -
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Figure A.6: Number of releases per period for per period and per project. The green
shades show the studied period (more than 80% review rate), and the red shades show the
sudden drops in top-3 reviewers’ share in stale recommendations.
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Figure A.7: The percentage of existing files being modified per period per project. The
orange dashed line is the Linear extrapolation in each graph, showing the trend. The
periods are normalized, and only studied periods are shown.
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Figure A.8: Rate of new developers joining each project per period. The red and black
dashed lines indicate the median and average numbers over these periods, respectively. The
green shades show the studied period (more than 80% review rate), and the red shades
show the sudden drops in top-3 reviewers’ sll%aQre in stale recommendations.



Distribution of First Contribution Period for Developers Who Leave Each Period
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Figure A.9: Contributions of developers who left each project per period. The green shades
show the studied period (more than 80% review rate), and the red shades show the sudden
drops in top-3 reviewers’ share in stale recommendations.
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Appendix B

Experiment details and Supporting
Materials for “Exploring the notion
of risk in Code Reviewer
Recommendation Systems”
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