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Abstract

While code review is a critical component of modern software quality assurance, defects
can still slip through the review process undetected. Previous research suggests that the
main reason for this is a lack of reviewer awareness about the likelihood of defects in
proposed changes; even experienced developers may struggle to evaluate the potential
risks. If a change’s riskiness is underestimated, it may not receive adequate attention
during review, potentially leading to defects being introduced into the codebase. In this
thesis, we investigate how risk assessment analytics can influence the level of awareness
among developers regarding the potential risks associated with code changes; we also study
how effective and efficient reviewers are at detecting defects during code review with the
use of such analytics. We conduct a controlled experiment using Gherald, a risk assessment
prototype tool that analyzes the riskiness of change sets based on historical data. Following
a between-subjects experimental design, we assign participants to the treatment (i.e., with
access to Gherald) or control group. All participants are asked to perform risk assessment
and code review tasks. Through our experiment with 48 participants, we find that the use
of Gherald is associated with statistically significant improvements (one-tailed, unpaired
Mann-Whitney U test, α = 0.05) in developer awareness of riskiness of code changes and
code review effectiveness. Moreover, participants in the treatment group tend to identify
the known defects more quickly than those in the control group; however, the difference
between the two groups is not statistically significant. Our results lead us to conclude that
the adoption of a risk assessment tool has a positive impact on code review practices, which
provides valuable insights for practitioners seeking to enhance their code review process
and highlights the importance for further research to explore more effective and practical
risk assessment approaches.
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Chapter 1

Introduction

Code review has long been a part of quality assurance processes for industrial software
development. Its practice has been recognized to offer a number of benefits, including easing
onboarding and mentoring of new hires, promoting a shared understanding of the system
design, and improving overall code quality, including early detection of defects [4, 42].
However, in practice, there are still a large proportion of reviewed changes that introduce
bugs into the codebase [30]. Prior work [50, 23, 37] suggests that this may be mainly due
to the lack of reviewer awareness of the riskiness of proposed code changes. Most code
review tools provide reviewers with a view of fine-grained textual differences that highlight
the proposed changes. However, it can be difficult for even the most seasoned developer
to retain the historical context in which changes are performed. As a result, changes to
code areas that have been historically prone to defects are likely to be underestimated and
insufficiently reviewed, which in turn may allow defects to slip into the codebase.

Our proposed solution to promote risk awareness during code review is to provide
developers with a risk assessment of each code change. In recent years, a plethora of studies
has explored how to assess the risk of a code change. Some of the popular approaches are
Just-In-Time (JIT) defect prediction [24, 15, 20, 21, 27] and automatic static analysis tools
(ASATs) [43, 5, 3, 40, 22].

Despite the existence of various approaches to identifying risky code areas, little research
has been conducted to investigate whether (and how) the code review process can take
advantage of change risk assessment techniques. As a preliminary investigation on this
topic, we attempted to apply defect prediction and ASATs to help with the code review
process and learned the following lessons: first, while defect prediction approaches can
identify risky changes effectively [20, 21, 38], they are not helpful in the code review
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process due to their lack of ability to provide clear reasoning and actionable messages [31].
Moreover, bug detection tools should ideally produce no more than 10% of false positives
during code review [41, 13]. However, we applied one of the state-of-the-art JIT defect
prediction approaches, JITLine [38], on our studied project and obtained a precision of
0.22, which falls significantly below the required level of performance for the integration of
a JIT defect predictor with code review. ASATs, on the other hand, can suggest actionable
solutions. However, they detect defects at a too fine-grained level and are inadequate in
providing a comprehensive risk assessment of the change.

Therefore, we propose Gherald, a prototype that enhances code review interfaces with
risk assessment capabilities. Gherald measures popular risk metrics used by defect predic-
tion techniques and enables developers to gain insight into the riskiness associated with
the author, file, and method involved in a code change. We hypothesize that by using
Gherald, reviewers can prioritize risky changes and conduct code reviews more efficiently
and effectively.

To verify our hypothesis, we conduct a controlled experiment with 48 participants to
investigate the impact of using Gherald on developers’ risk awareness and code review
performance. Similar to prior studies [9, 35, 16], we measure code review performance
through the lenses of effectiveness (i.e., how many defects developers detect) and efficiency
(i.e., how quickly developers detect defects). Our study employed a between-subjects
experimental design [18], dividing participants into two groups: one with tool assistance
from Gherald, and one without. We then compared the performance of the two groups
on pre-assigned risk assessment and code review tasks. The goal of our study was to
investigate three research questions:

(RQ1) Is use of Gherald associated with greater awareness of the riskiness of
changes?

We found that the risk rankings provided by participants in the treatment group
were more closely aligned with the defect density of the experimental code changes,
and that the use of Gherald was associated with statistically significant improve-
ments in developer awareness of the riskiness of code changes.

(RQ2) Is use of Gherald associated with an improvement in code review effec-
tiveness?

We found that the participants in the treatment group were able to identify a
larger proportion of known defects, and that there was a statistically significant
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improvement in code review effectiveness associated with the use of Gherald.

(RQ3) Is use of Gherald associated with an improvement in code review effi-
ciency?

We found that participants in the treatment group had higher code review effi-
ciency than the control group. However, the difference between the treatment and
control groups was not statistically significant. Hence, we cannot conclude that
the use of Gherald was associated with an improvement in code review efficiency.

Overall, we found that the use of a risk assessment tool had a positive effect on code
review practices. With the assistance of Gherald, developers had greater awareness of the
riskiness of code changes and were able to detect defects more effectively.
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Chapter 2

Related Work and Motivational
Example

In this chapter, we discuss research that relates to code review and risk assessment ap-
proaches, and we provide an example that motivates our study.

2.1 Code review

Peer code review, as a manual code inspection process performed by fellow developers, has
long been applied to ensure the quality of software projects [2, 1]. The concept of code
review dates back to 1976 when Fagan proposed a structured process called code inspec-
tion [12], which required an in-person, manual, finely-grained, and process-heavy review of
the code in question. In the past decades, the lightweight, tool-based, and asynchronous
practice of modern code review has gradually replaced traditional code inspections [4].
Modern code review has been increasingly adopted in both industrial and open source
projects and inspired numerous related studies [10, 42, 33, 30, 29, 8].

Traditionally, code review performance has been measured by the number of defects
found (effectiveness) and the time taken to find them (efficiency) [9]. In recent years,
significant research effort has been put on developing techniques to support the code review
process and improve its performance. For example, Gonçalves et al. [17] studied whether
explicit review strategies — such as using a checklist — improves the overall performance
of code review. Zhang et al. proposed a tool that summarizes similar changes and detects
potential defects based on the change content and context [51]. Tao et al. found that
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the code review process can be hindered by the presence of large, composite code changes
that comprise multiple independent issues [48]. Because of this, several other approaches
were proposed to decompose composite changes into groups of cohesive and self-contained
changes [19, 6, 49]. Additionally, there has been research examining the role of displayed
file order in code review. For example, Baum et al. [7] proposed to reduce the cognitive load
of reviewers by presenting the change parts in a more helpful order, such as by grouping
related change parts together. Also, Fragnan et al. conducted a user study to verify their
hypothesis that displayed file order has an impact on the code review performance in defect
detection [14]. This thesis builds on the idea that ranking changes by their associated risk
will promote effectiveness and efficiency in code review.

2.2 Risk assessment approaches

In the past decades, a plethora of studies have explored how to identify defect-prone com-
ponents so that quality assurance resources can be allocated effectively. One common ap-
proach is to apply defect prediction models, which are trained using various types of metrics
to identify defect-prone modules (e.g., changes [28], files [52], subsystems [36]). Recently,
the concept of Just-In-Time (JIT) defect prediction has emerged [34], which improves the
traditional defect prediction methods by making predictions at a finer-grained change-
level and assigning predictions to a specific author of the change. JIT defect prediction
has been adopted by many industrial software teams, including Avaya [34], Blackberry [44],
and Cisco [46]. Also, several recent studies have sought to improve JIT defect prediction
models [15, 20, 21, 27, 38].

Automatic static analysis tools (ASATs) are another popular approach to finding po-
tential defects in code changes and to help assure software quality [47]. With the aid of
ASATs, some coding standard violations and common defect patterns can be automatically
detected, which can significantly reduce reviewers’ effort during code review. ASATs have
been widely adopted into the software development process for defect detection and have
supported a variety of programming languages and defect patterns [43, 5, 3, 40, 22].

Our study aims to explore whether the use of risk assessment can enhance a reviewer’s
risk awareness and improve their code review performance. We have considered using an
existing risk assessment approach to evaluate its relationship with code review performance.
However, we found that existing ASATs, which detect defects at the line level by matching
some pre-defined defect patterns, are not able to provide an overall risk assessment to
the change. We also found that there are still some challenges in integrating JIT defect
prediction models into code review, such as the inability to explain the prediction results
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and provide actionable suggestions [46]. Moreover, existing JIT defect prediction models
are unable to achieve the level of performance (i.e., less than 10% false positives) needed for
code review integration [41, 13]. Khanan et al. [26] introduced a JIT defect prediction bot,
JITBot, providing explainable and actionable feedback in code review; however, it does
not take into account historical change characteristics (e.g.,prior changes and developer
experience), which are essential to the defect-proneness of a change. Recently, Fregnan [13]
compiled a set of requirements needed for integrating defect prediction into code review
practices. Building upon their findings, we introduce a risk assessment prototype for this
study. Further details are described in Section 3.3.

2.3 A Motivational Example

Suppose Alice is a developer who has recently joined a software project. As part of her
duties, she is expected to conduct code reviews for changes submitted by the other team
members. Recently, she has received three pending review requests, one of which was
submitted by a junior developer, Bob, who has made a 10 LOC bug fix to a major feature
of the project.

Of course, Alice is also occupied with her own development tasks. In order to effec-
tively manage her workload, Alice decides to focus more of her reviewing efforts on the
riskier patches. Based on her intuition and experience, she believes that larger patches are
generally more complex and thus have a higher likelihood of containing issues that require
explicit consideration. Consequently, she prioritizes the largest patches and takes ample
time to review them thoroughly. Bob’s bug fixing changes, on the other hand, contain
only minor modifications to the source code, so Alice quickly reviews and approves them.
However, it happens that there are underlying risks of concern here. First, the file that
Bob modified is historically bug-prone, which can be inferred from the number of bug fixes
it has been associated with. Also, Bob, as a junior developer, has little experience with
the project and has never modified this particular file before. Although Alice is an expe-
rienced developer herself, she has only recently joined the team and is unaware of these
issues. Consequently, a bug is inadvertently introduced into the codebase as Alice, after
only a brief inspection, approves the change of an inexperienced developer working on a
historically defect-prone file.

Now let us consider the potential benefits of providing Alice with a risk assessment tool
that offers contextual information about the changes being made. For example, such a tool
could inform her about the number of changes the author has contributed to the project
and the modified files. Also, the tool could provide information about the number of prior
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changes and prior bugs related to each file and method in the patch. This type of risk
analysis would complement Alice’s understanding of the proposed changes and provide her
with more contextual information when assessing patches.

It is important to note that such a risk assessment tool would not identify specific
mistakes in the code as existing static code analysis tools do. Instead, it would provide
contextual information that may be overlooked by reviewers but may nonetheless be critical
in assessing the overall risk associated with changes. We anticipate that this tool would
improve the reviewers’ awareness of the risk associated with changes, thereby reducing the
likelihood of defective code being introduced into the codebase.
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Chapter 3

Pre-experiment Data Collection

In this chapter, we discuss the rationale for selecting our studied systems and present our
data preparation process and prototype tool for risk assessment. Figure 3.1 provides an
overview of our study design.

3.1 Subject Systems/Communities

We perform our study on Apache Commons Lang,1 which provides helper utility methods
for the manipulation of Java core classes. We chose this system for several reasons: First,
Apache2 is one of the largest open-source organizations, and projects hosted by the Apache
Software Foundation follow a standard issue-reporting process and adhere to a common set
of code review policies. Also, because it is a library of utility methods, Apache Commons
Lang is designed to be easy to use and understand. The files and methods are decoupled
and independent. Moreover, each method is named in a clear and descriptive manner and
contains a well-written description that not only explains how to use the method, but also
provides examples demonstrating its usage. Since our experiment involves participants
conducting code reviews, familiarity with Java development is sufficient to understand the
changes selected from Apache Commons Lang, without requiring any additional contextual
learning.

1https://commons.apache.org/proper/commons-lang/
2https://www.apache.org
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Figure 3.1: An overview of our study

3.2 Data Preparation

3.2.1 Data Extraction

We extracted the issue data (e.g., IssueID, CreatedDate, Type) from the Jira issue tracking
system (ITS) used by the Apache Commons Lang development team3 and selected the
issues of the type Bug. Next, we extracted the commit data from the git version control
system4 (VCS) and joined it with the issue data using the unique identifier for issues (i.e.,
IssueID). This allowed us to identify the defect-fixing changes. Then we applied the SZZ
algorithm using Pydriller [45] to identify the fix-inducing changes — the set of changes
that last “touched” the lines that were modified by the defect-fixing changes.

3.2.2 Data Filtering

Since the SZZ algorithm may result in false positives in identifying fix-inducing changes,
we applied a list of filter steps to remove the suspicious data and to mitigate noise [32].
Table 3.1 shows the number of fix-inducing changes after applying each filter sequentially.
First, we filtered out changes that update only code comments and whitespace (F1). Next,

3https://issues.apache.org/jira/projects/LANG/issues/
4https://github.com/apache/commons-lang/
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we removed the fix-inducing changes that were committed after the issue report date (F2).
We also removed the outliers that change at least 10,000 lines (F3a) or at least 100 files
(F3b), or add no lines (F3c). Then, we stratified the data into time periods and analyzed
the rate of fix-inducing changes. We removed the periods that have unsteady fix-inducing
rate (F4). Finally, we filtered out the suspicious fixes (F5) and suspicious fix-inducing
changes (F6). Specifically, we calculated the upper Median Absolute Deviation (MAD) of
the number of bugs fixed for each change and the number of fixes induced by each change.
Then, we ignored changes that fix or induce more than the respective MAD value.

Table 3.1: The number of changes after each filtering step

# Filter Total # Fix-inducing % Fix-inducing

F0 No filters 6839 590 9%
F1 Code comments and whitespace 6361 590 9%
F2 Issue report date 6250 479 8%
F3a Too much churn 6245 477 8%
F3b Too many files 6231 474 8%
F3c No lines added 5922 474 8%
F4 Period 5468 473 9%
F5 Suspicious fixes 5281 286 5%
F6 Suspicious inducing changes 5256 261 5%

3.3 Risk Assessment — Gherald

We introduce a risk assessment prototype — Gherald— to analyze the riskiness of each
change in the dataset based on the historical data of its author, files, and methods.

Prior works on JIT defect prediction suggested approaches to measure the risk of a
change [24, 15, 20, 21, 27]. We evaluated the potential of incorporating JITLine [38], which
is currently the most accurate, cost-effective, and time-efficient approach for predicting
JIT defect-introducing changes; however, we decided not to adopt it when we found its
performance to be inadequate. Empirical study demonstrated that to be deemed suitable
for adoption in code review, the bug detection tools need to produce less than 10% false
positives [41, 13]. However, on our dataset collected in Section 3.2, JITLine yields a
precision of 0.22, which is significantly below the level of performance needed for code
review integration. Additionally, JIT defect prediction models lack the ability to effectively
explain the features that induce the risk of change.
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Table 3.2: The metrics of risk assessment

Metrics Description

A
u
th
or

Project experience The ratio of the number of prior changes authored by an actor
over the max number of prior changes authored by any actors.

Recent activity The ratio of the number of recent changes authored by an
actor over the max number of recent changes authored by
any actors.

File expertise The ratio of file awareness by an actor over the max file aware-
ness by any actors in recent year.

F
il
e/
M
et
h
o
d

Prior changes The number of prior changes to the object1.
Recent changes The number of prior changes to the object1 weighted by the

age of the changes.
Prior bugs The number of prior bugs occurred in the object1.
Recent bugs The number of prior bugs occurred in the object1 weighted by

the age of the bugs.
1 Either file or method.

As indicated by prior works [32], Size properties are the primary contributor for pre-
dicting the defect-proneness of a change. Nonetheless, we designed our study so that par-
ticipants could complete the code review tasks in a reasonable amount of time by selecting
small- to medium-sized changes. However, this selection criterion significantly reduces the
explanatory power of a defect prediction model. As a result, instead of constructing a
defect prediction model that produces an overall score indicating the defect-proneness of
a change, we compute and present the metrics that are commonly associated with the
riskiness of a change and are widely used in defect prediction techniques.

3.3.1 Risk Metrics

We compute a broad range of metrics concerning the three categories (i.e., author, file, and
method) as described below. Table 3.2 provides an overview of these metrics.

Author metrics measure the author’s relative project experience (i.e., how many
changes the author has committed), their recent activity (i.e., how many changes the
author has recently committed), and their file expertise (i.e., how many changes the au-
thor has committed to the files in change) compared to the other authors. Similar to prior
works [34, 32], for each change, we measure the author’s (a) prior changes (i.e., the number
of prior changes submitted by the author), (b) recent changes (i.e., the number of prior
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changes weighted by their age, which is measured in years), and (c) file awareness (i.e., the
proportion of the prior changes to the modified file submitted by the author). To make the
metrics comparable with the other authors, we divided the values by the max value in the
six month period prior to the author date of the change to compute the author’s relative
project experience, recent activity, and file expertise.

File/Method metrics measure the change history and past defect tendencies of the
modified files and methods. For each change, we computed the number of prior changes
and bugs that are associated with each modified file and method. To account for the
recency, we also measured the recent changes and bugs by normalizing the value of the
prior changes and prior bugs by their age.

3.3.2 Change Risk Score

With the risk metrics measured, we assessed the riskiness at the change-level; we performed
simple calculations to measure the riskiness for each category.

Author risk. The author risk score was calculated by taking the complement of the
average score of the author’s a) project experience, b) recent activity, c) file expertise using
this formula:

CRiska = 1− 1

3
(ProjExp+RecAct+FExp)

File/Method risk. To measure the file and method risk score, we first computde the
risk score at the file/method level, which is calculated by taking the odds ratio of recent
defect-proneness:

FRisk/MRisk = log(RecCng+2)× RecBug+1

RecCng−RecBug+1
,

To prevent uncomputable values when the denominator is zero, we added one to its value;
we also added one to the numerator as a counterbalance. To dampen overly inflated
odds ratio induced by a recently added file/method with only few recent changes, we then
multiplied the odds ratio by a positive factor log(RecCng + 2). We added two to the file
recent change to ensure that the factor is positive.

The overall risk score at the change-level was computed by taking the mean of the risk
score of each file/method involved in a change:

CRiskf/m =
1

n

n∑
i=1

(log(RecCng+2)× RecBug+1

RecCng−RecBug+1
)
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To improve the explanability and interpretablity of the risk score, we normalized the score
by dividing its value by the maximum value in the recent six month prior to the author
date of the change. This allows the score to be interpreted as the relative file/method risk
compared to the other changes.
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Chapter 4

Experiment Design

We conducted a controlled experiment1 to examine how the use of Gherald impacts code
review practices. We employed a between-subjects experimental design [18] by randomly
assigning participants into two groups: the control group, who were not given access to our
risk assessment tool Gherald, and the treatment group, who were given access to Gherald.
We then asked the participants to perform a set of risk assessments and code review tasks.
Afterwards, we compared the groups in terms of their risk awareness and code review
performance (i.e., code review effectiveness and efficiency).

4.1 Experiment Platform

We developed a web application for participants to complete their experimental tasks. The
participants were able to directly access the application by opening the URL provided in
their invitation emails. After obtaining the consent of the participant, the application
automatically logged their answers and timed their tasks.
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Table 4.1: Code changes selected for experiment

Change Class & Method Detail Defect

A StringUtils: unwraps a
string from a string/char

Add condition
checking for invalid
string length

Incomplete condition
checking

B StringUtils: checks
if any one of the
CharSequences are
not empty/blank

Add new methods Return incorrect boolean
for certain case

C NumberUtils: checks
whether the String is a
valid Java number

Handles octal nota-
tions

Incorrect conditional
branching for octal num-
bers without considering
decimal fractions

D NumberUtils: turns
a string value into a
java.lang.Number

Deal with all possi-
ble prefixes for hex
numbers; handle
large hex numbers

(1) Incorrect conditional
branching for Long and
BigInteger; (2) missing
a hex number prefix type

E NumberUtils: con-
verts a String into a
BigInteger

Handles hex and oc-
tal notations

(1) Hex number prefix
typo; (2) missing a hex
number prefix type

F StringUtils: wraps a
string with a string/char

Add new methods -

G StringUtils: gets the
substring before the first
occurrence of a separator

Add a new method -

15



4.2 Experimental Artifacts

4.2.1 Code Changes

We required a set of code changes to seed the reviewing tasks that participants were asked
to complete. To select the code changes for our experiment, we applied a list of inclu-
sion/exclusion criteria to the filtered changes in the project. To avoid outdated changes
that may be refactored or deprecated by recent changes, we excluded changes submitted
ten years prior to our change selection. Due to the limited time that participants had to
perform the experiment, we ignored large changes — those that modify more than 200 lines
or more than ten files — since they require a considerable investment of time to review.
Then, we inspected the remaining changes and selected a sample set that, in our opinion,
clearly state a well-scoped problem, are conceptually self-contained, and are straightfor-
ward to understand without requiring reading other source files or documentation.

Seven code changes were ultimately selected for the experiment. Of these, five changes
(i.e., change A-E) were labelled as Buggy changes, as they necessitated further fixes. The
remaining two changes that did not induce any further fixes were labelled as Clean changes.
The selected changes were diverse in terms of class types, modified methods, as well as as-
sociated defects. For example, changes A, B, F, and G related to character string handling,
while changes C, D, and E pertained to number conversion and parsing. A more detailed
description of each change, along with its associated defect, is provided in Table 4.1.

With experiment code changes selected, we created five change sets, each consisting
of three changes with varying Gherald risk scores and defect density. The assignment of
code changes to their respective change sets is presented in Table 4.2. Each participant
was assigned one of the five change sets for their experiment. We conjectured that changes
C, D, and E were more challenging as they are related to hex and octal numbers which,
compared to basic character string utilities, required a higher level of Java knowledge and
specialized familiarity with Java number types. This conjecture was validated in a pilot
study involving 20 graduate students in computer science, where none of them identified
the defects in changes C, D, and E. Despite this, to improve the generalizability of the
results, we still included these changes to explore the effect of Gherald on different types
of defects at different levels of difficulty. However, we avoided assigning these changes to
participants with less than one year of development experience or Java experience.

1This experiment was reviewed by and received ethics clearance from the University of Waterloo Re-
search Ethics Committee (ORE #44022).
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Table 4.2: Five change sets selected for experiment

Change set Change Defect Count Defect Density

A 1 0.17
1 B 1 0.05

F 0 0.00

A 1 0.17
2 B 1 0.05

G 0 0.00

A 1 0.17
3 C 1 0.06

F 0 0.00

A 1 0.17
4 D 2 0.13

F 0 0.00

A 1 0.17
5 E 2 0.10

F 0 0.00

4.2.2 Gherald

Participants in the treatment group were provided with access to Gherald during the ex-
periment. Figure 4.1 shows the experiment platform interface for the treatment group.
For each change, an overall risk assessment is presented (Figure 4.1 1 ), indicating the
riskiness of the author, files, and methods involved in the change. The risk percentages
are relative scores compared to the other changes in the six months prior to the author
date of the examined change. Gherald also offers more fine-grained information such as
author expertise and activity (Figure 4.1 2 ), as well as file/method change history and
bug tendency (Figure 4.1 3 4 ).

4.3 Study Variables

This section discusses the variables that we collected and analyzed.

17



Figure 4.1: Gherald experiment interface
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Table 4.3: The variables of the study

Name Description Scale Operationalization

Independent variable:
Risk assessment
support

Whether the participant is provided
with risk assessment support

Nominal See section 4.3.1.

Dependent variables:
Risk awareness Normalized pairwise agreement be-

tween the participant’s rankings of
changes based on the estimated risk
level and the rankings of changes be
their future defect density

Ratio Computed at the end of type A tasks using
the participant’s rankings and the rankings
by defect density. See section 4.3.2.

Code review
effectiveness

Ratio of the total number of known
defects correctly identified by the
participants over the number of
known defects in the change set

Ratio Computed at the end of type B tasks using
the number of detected known defects and the
total number of known defects.

Code review
efficiency

Number of known defects correctly
identified per review hour

Ratio Computed at the end of type B tasks using
the number of detected known defects and the
review time.

Confounding variables:
Change set The change set provided to the par-

ticipants during the experiment
Nominal Design: each participant is assigned to a

change set selected from the 5 sample change
sets

Review order Order of code changes presented for
review

Nominal Measured: 3 types (”high risk to low risk”,
”low risk to high risk”, ”does not matter”);
pre experiment questionnaire

Development
experience

Years of participant’s software de-
velopment experience

Ordinal Measured: 3-point scale (”less than a year”,
”1 year to 5 years”, ”5 years or more”); pre
experiment questionnaire

Java experience Years of participant’s Java experi-
ence

Ordinal Measured: 3-point scale (”less than a year”,
”1 year to 5 years”, ”5 years or more”); pre
experiment questionnaire

Code review
experience

Years of participant’s code review
experience

Ordinal Measured: 3-point scale (”less than a year”,
”1 year to 5 years”, ”5 years or more”); pre
experiment questionnaire

Coding hour
per week

Participant’s average coding hour
per week

Ordinal Measured: 3-point scale (”less than five
hours”, ”five to ten hours”, ”ten hours or
more”); pre experiment questionnaire

Review hour
per week

Participant’s average review hour
per week

Ordinal Measured: 3-point scale (”less than five
hours”, ”five to ten hours”, ”ten hours or
more”); pre experiment questionnaire

Fitness Perceived energy level of the partic-
ipant during the experiment

Ordinal Measured: 3-point scale (“low”, ”moderate,
“high”); post experiment questionnaire

Understandability
of changes

Participant’s overall understanding
of the provided code changes

Ordinal Measured: 3-point scale (“barely under-
stand”, ”somewhat understand”, “under-
stand very well”); post experiment question-
naire

Difficulty of tasks Participant’s perceived difficulty of
the assigned tasks

Ordinal Measured: 3-point scale (“easy”, ”moder-
ate”, “very hard”); post experiment question-
naire
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4.3.1 Independent Variable

Our overall goal was to investigate the degree to which code review performance can vary
depending on whether risk assessment support is provided. Hence, we set risk assessment
support as the independent variable.

Participants in the treatment group were exposed to risk assessment support from the
experiment user interface. They were able to assess the riskiness of code changes and to
conduct code reviews with the assistance of Gherald during the experiment. In contrast,
participants in the control group were not provided with risk assessment support from the
experiment user interface.

4.3.2 Dependent Variables

The dependent variables are metrics that we use to measure the participants’ performance
in the assigned tasks. We measured the dependent variable for RQ1 as the developer’s risk
awareness of code changes. For RQ2 and RQ3, we use code review effectiveness and code
review efficiency as dependent variables, respectively.

Risk awareness is the degree to which reviewers recognize the potential for defects or
failures that may be induced by a code change. The participants were asked to evaluate
the perceived level of risk associated with a collection of change sets by arranging them
in order of their perceived risk level. We estimated the risk awareness of a participant
by computing the agreement between the ranking that they provided and the ranking
of change sets by their future defect density. We used the normalized Kendall tau rank
distance to measure the agreement of rankings; essentially, this counts the number of
pairwise disagreements between two ranking lists and lies between 0 and 1 [25]. Before
analyzing the measurements, we applied the complement operation, so that a higher score
indicates greater agreement between the two rankings, i.e., more acute risk awareness.

Code review effectiveness. Finding defects has long been considered a primary
motivation for investment in code review [4] and the number of defects discovered is a
common measurement of the effectiveness of code review performance [9]. Hence, in our
study, we also estimated review effectiveness using the proportion of known defects that a
participant identified in their assigned change set.

Code review efficiency. Code review efficiency has been defined as the number of
defects found per unit of time [9]. In our study, we also estimated review efficiency using
the number of detected known defects per unit of time the participant spent reviewing the
assigned change set.

20



4.3.3 Confounding Variables

Apart from the supporting tools, the performance of code review could also be impacted
by confounding factors related to the sample change sets and the recruited study partic-
ipants (see Table 4.3). To assess their impact, we collected measures that associate with
these confounding factors and we studied their correlation with the dependent variables.
We selected five change sets for inclusion in our experiment to mitigate bias towards a
specific change set. To mitigate the impact of study participant factors (e.g., development
experience, code review experience, Java experience), we applied a matching strategy when
assigning the change sets, so that for each participant in the control group, we assigned
the same change set to a participant with similar development and review experience in
the treatment group.

4.4 Experiment Tasks

To address our research questions, we asked participants to complete two code review-
related tasks:

Task A (RQ1) — Participants were asked to rank three change sets based on their
estimated riskiness.

Task B (RQ2, RQ3) — Participants were assigned to review change sets one at a
time, with the stated goal of identifying functional defects. Participants recorded the
suspected issues in a code inspection form (Figure 4.2), which facilitated our analysis
of the results. To avoid bias, participants were not told how many known defects
were present in the assigned change sets; they were told that it was possible that the
change set contained no defects.

4.5 Experiment Flow

This section describes the flow of our experiment as shown in Figure 3.1.
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Figure 4.2: Example of a code inspection form

4.5.1 Pre-experiment questionnaire

We first asked participants to complete a pre-experiment questionnaire, in which we col-
lected demographic information and code review preferences. Before collecting their infor-
mation, we asked for the informed consent of the participants to use their data during the
experiment.

4.5.2 Experiment

We analyzed the participants’ responses from the pre-experiment questionnaire to filter
out those who did not have prior experience in Java and code review. Then, we assigned
the remaining participants to different tooling support groups, and we provided them with
a URL and a unique ID to access the web application and initiate the experiment. The
procedure of the experiment in the application is presented as follows.

Welcome Page. The application starts with a welcome page introducing general
information about the experiment and the estimated duration. The assigned tasks are
explained and for those participants in the treatment group, the Gherald tool is explained.

Practice Task. To mitigate learning effects and reduce the impact that a lack of
familiarity with the tasks or available tools has on the participants’ performance, partici-
pants were assigned a practice task before their assigned task is shown. Participants were
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informed that this was a practice task to familiarize themselves with the interface and the
type of tasks that they can expect during the live experiment.

Experiment Tasks. Once the participants completed the practice task, the live ex-
periment began with the assigned tasks (see Section 4.4). A timer started after the task
page had loaded. Participants were permitted to pause the timer at any time during the
task if their work was interrupted.

4.5.3 Post-experiment Questionnaire

After the participants had completed the assigned tasks in the experiment application,
they were prompted to complete a post-experiment questionnaire, which asked them to
share their perceptions about the experiment (e.g., fitness and understandability).

4.6 Pilot Study

Before releasing the experiment to the public, we conducted a pilot study with 20 graduate
students in computer science to identify problems with the experiment before recruiting
a larger pool of participants. We measured the estimated time for task completion and
evaluate the difficulty of the provided changes. After post-experiment interviews with these
participants, we improved the risk assessment presentation and experiment design based
on their feedback. The data collected from the pilot study were excluded from the results
of the study.

4.7 Participants

We calculated the expected sample size for the study through the statistical power analysis
proposed by Cohen [11], which is commonly used to determine the required sample size to
verify the hypothesis with specified statistical power, significance criterion (α), and effect
size. Although a smaller effect size indicates a greater opportunity to find the significant
difference between the studied groups, it requires a larger number of participants, creat-
ing practical recruitment challenges for this study. Hence, we use the standard settings
for uncovering a medium effect size in the context of applying a Mann-Whitney U test
(unpaired, one-tailed, α = 0.05, power = 0.8, d = 0.5). The estimated sample size is 106
participants, with 53 participants per group.
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We sent out our recruitment invitation to graduate students at the University of Wa-
terloo and posted the recruitment message on Java developer forums (e.g., Reddit) and
social media platforms (e.g., Facebook). We targeted individuals who had experience with
both code reviews and Java development. In appreciation of their time commitment, we
provided each participant with $15 CAD as a token of our appreciation for their time.

In total, 161 participants sign up for the study.

4.8 Data Analysis

We first applied a list of filter steps to clean the data and remove anomalies. To ensure
that the participants perform completed code reviews, we ignored participants who did
not finish the assigned reviews and skipped the tasks. We also analyzed participants’
activity logs and filtered out those who did not conduct reviews of the assigned changes
(e.g., reported no defect without viewing the code diff). In addition, we filtered out the
participants who declared in the post-experiment questionnaire that they did not fully
understand the tasks or code changes and therefore had likely performed only superficial
code reviews. We also filtered out time-based outliers, i.e., those who took a very long or
very short time to perform the code reviews.

Next, we measured the value of dependent variables from the experimental data. As
described in Section 4.3.2, the risk awareness of participants was measured by computing
the agreement between the participant’s ranking in Task A and the ranking of defect
density of the examined code changes.

To measure code review effectiveness, we manually examined the defects reported by
the participants and measured the proportion of known defects identified. It is possible
that a participant could report a valid defect that has not been previously identified by
the original developer. However, to prevent potential bias, we considered only “known”
(i.e., previously identified) defects. This decision is justified for two reasons. First, the
participants’ inspection behaviors can vary widely, with some individuals reporting only
functional defects that they are certain of, while others may report any types of defects
they observe as many as they can. Also, assessing the validity of the new defects identified
by the participants requires a manual interpretation of the author, which may introduce
bias to the result. As such, new defects reported by the participants were excluded from
the analysis and only known defects were compared with the participants’ responses to
measure code review effectiveness.

Similarly, for the measurement of code review efficiency, we considered only known
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defects that were identified by the participants. Then, we computed the ratio of the total
number of identified known defects over the total time in hours that the participant spent
on both task A and task B. We used the total time for both tasks to mitigate potential bias
in the results. Due to different understanding of the task requirements and diverse code
review habits, some participants may invest significant time inspecting the code during task
A, which may result in a reduced review time for task B. Our observation of experimental
data further confirms this assumption.

With the values of the dependent variables measured, we applied visualization tech-
niques (e.g., bean plot) to present the descriptive statistics, and then applied the Shapiro–Wilk
test to statistically examine the normality of the data. Also, we applied Spearman’s rank
correlation test to measure the pairwise correlations between the examined variables.

To address the research questions, for each dependent variable, we performed a one-
tailed Mann-Whitney U test to identify whether there existed a significant difference be-
tween the results in the treatment group and the control group. We then applied effect-size
measures (i.e., Cliff’s Delta) to estimate the magnitude of difference between the groups if
a significant difference is found.
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Chapter 5

Study Results

In this chapter, we present the results of our study. Before discussing the analysis for each
research question, we briefly describe the general results regarding the participants and
preliminary analysis.

A total of 161 participants signed up for the study, of which 90 completed the experi-
ment. Upon conducting a check to filter out invalid participants as described in Section 4.8,
the sample was reduced to 48 participants with valid experiment data. Table 5.1 provides
an overview of the distribution of participants among change sets and groups. Overall,
there were 26 participants in the treatment group and 22 in the control group. The par-
ticipants were well distributed among the studied change sets. Moreover, the difference
in the participant experience, fitness during the experiment, and understandability of the
code changes between the two groups were not statistically significant.

Table 5.1: Distribution of participants among change sets and groups

Change set
Total

1 2 3 4 5

Gherald 8 9 4 3 2 26
No tool 8 7 2 4 1 22

Total 16 16 6 7 3 48

Figure 5.1 presents the Spearman pairwise correlations among the dependent and con-
trol variables introduced in Table 4.3. A significant strong correlation existed between
only code review effectiveness and efficiency (r = 0.94), which is reasonable due to the

26



P
ro

gr
am

m
in

g 
E

xp
er

ie
nc

e

C
od

e 
R

ev
ie

w
 E

xp
er

ie
nc

e

Ja
va

 E
xp

er
ie

nc
e

P
ro

gr
am

m
in

g 
H

ou
rs

C
od

e 
R

ev
ie

w
 H

ou
rs

R
ev

ie
w

 O
rd

er

C
ha

ng
e 

S
et

D
iff

ic
ul

ty
 o

f T
as

ks

Fi
tn

es
s

U
nd

er
st

an
da

bi
lit

y 
of

 C
ha

ng
es

R
is

k 
Aw

ar
en

es
s

C
od

e 
R

ev
ie

w
 E

ffe
ct

iv
en

es
s

C
od

e 
R

ev
ie

w
 E

ffi
ci

en
cy

Programming Experience

Code Review Experience

Java Experience

Programming Hours

Code Review Hours

Review Order

Change Set

Difficulty of Tasks

Fitness

Understandability of Changes

Risk Awareness

Code Review Effectiveness

Code Review Efficiency

0.28

0.28 0.2

0.24 0.36* 0.17

0.14 0.58*** 0.3* 0.34*

-0.14 0.05 0.09 0.26 0.07

0.52*** 0.28 0.31* 0.1 0.23 -0.19

-0.15 0.08 0.16 -0.1 -0.1 -0.15 -0.01

-0.24 0.01 0.24 -0.15 -0.16 0.06 -0.16 0.45**

-0.05 -0.06 0.02 0.07 0.03 0.32* 0.09 -0.25 -0.16

0.09 0.08 -0.19 0.22 0.28 -0.17 0.13 0.06 -0.23 -0.07

0.01 -0.07 -0.22 0.14 0.04 0.27 -0.17 -0.13 -0.17 0.27 0.07

0.04 -0.07 -0.12 0.08 0.01 0.26 -0.18 -0.13 -0.16 0.33* 0.07 0.94***

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Figure 5.1: Correlations among examined variables. Statistical significance: ∗ p < 0.05,
∗∗ p < 0.01, ∗∗∗ p < 0.001.

27



Change set 1 Change set 2 Change set 3 Change set 4 Change set 5

R
is

k 
aw

ar
en

es
s

Gherald
No tool

Figure 5.2: Comparison of risk awareness between the treatment and control group across
five change sets. The long (short) dash line represents the median (Q1/Q3) values.

computation of code review efficiency (i.e., number of known defects identified per unit of
time). Moreover, we observed a positive relationship between developers’ understandabil-
ity of changes and their code review efficiency (r = 0.33), which indicates, as expected,
developers with a better understanding of changes spent less time identifying the known
defects. No statistically significant strong correlation was found between the dependent
variables and the remaining control variables.

Below, we present the results with respect to each research question.

(RQ1) Is use of Gherald associated with greater awareness of the
riskiness of changes?

The participants in the treatment group exhibited a greater awareness of the riskiness of
code changes compared to participants in the control group. As shown in Table 5.2a, the
median and mean risk awareness of participants in the treatment group were 1.0 and 0.77,
respectively, which were higher than those in the control group (0.67 and 0.53, respectively).
This observation applies to each change set except for change set 3. Although the median
risk awareness in the treatment group was higher, participants with no tool support have
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Table 5.2: Descriptives of risk awareness, code review effectiveness, and code review effi-
ciency in different groups and change sets

Change set
Gherald No tool

Median Mean Median Mean

1 0.67 0.67 0.33 0.38
2 1.0 0.89 0.67 0.71
3 1.0 0.75 0.83 0.83
4 0.67 0.78 0.5 0.5
5 0.67 0.67 0.0 0.0

Total 1.0 0.77 0.67 0.53

(a) Risk awareness (RQ1)

Change set
Gherald No tool

Median Mean Median Mean

1 0.5 0.38 0.0 0.13
2 0.5 0.33 0.0 0.14
3 0.25 0.38 0.0 0.0
4 0.0 0.11 0.0 0.17
5 0.0 0.0 0.0 0.0

Total 0.17 0.30 0.0 0.12

(b) Code review effectiveness (RQ2)

Change set
Gherald No tool

Median Mean Median Mean

1 2.10 1.99 0.0 0.79
2 1.37 1.27 0.0 1.00
3 1.18 1.36 0.0 0.0
4 0.0 1.02 0.0 0.59
5 0.0 0.0 0.0 0.0

Total 0.69 1.38 0.0 0.71

(c) Code review efficiency (RQ3)
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a higher mean risk awareness than those with the assistance of Gherald.

This fact is also evident in Figure 5.2. For change set 3, the distribution of risk awareness
for the control group showed a denser concentration of values around 0.83. On the other
hand, for the treatment group, there was more density of values around 1. However, the
distribution of data was more dispersed and less dense, which suggests that a low outlier
may be overly influential in computing the average risk awareness score of the group.
Upon closer inspection, we found that there was a participant in the treatment group with
a risk awareness score of 0, indicating that the rankings provided by this individual are the
exact inversion of the rankings based on defect density. A follow-up discussion with this
participant revealed that they conducted the risk evaluation without accessing the Gherald
results. Figure 5.2 shows that there is clearly a greater risk awareness for participants in
the treatment group for all other change sets, suggesting that this outlier was a singular
case.

We performed a one-tailed Mann-Whitney U test to determine whether the risk aware-
ness of those in the treatment group was larger than those in the control group to a
statistically significant degree The result was a p-value of 0.012, which indicates that the
null hypothesis — that the risk awareness of both groups is sampled from the same dis-
tribution — can be rejected. We then used Cliff’s delta to measure the effect size of the
difference. The delta was 0.36, indicating a “medium” difference in risk awareness between
the groups [39].

The use of Gherald was associated with improvements in developer awareness of the
riskiness of code changes. In our experiment, the risk ranking provided by partici-
pants with the assistance of Gherald was more closely aligned with the actual defect
density of the code changes.

(RQ2) Is use of Gherald associated with an improvement in code
review effectiveness?

The participants provided with Gherald had higher code review effectiveness compared to
participants without tooling support. As shown in Table 5.2b, participants in the treatment
group exhibited a median and mean code review effectiveness of 0.17 and 0.3, respectively,
which exceeds the values from the control group, i.e., 0 and 0.12, respectively. For change
sets 1, 2, and 3, participants with the assistance of Gherald achieved higher median and
mean code review effectiveness. This pattern is also evident from the data and quartile
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Figure 5.3: Comparison of code review effectiveness between the treatment and control
group across five change sets. The long (short) dash line represents the median (Q1/Q3)
values.
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Table 5.3: Number of participants identified the known defects in different groups and
change sets

Change set
Total

1 2 3 4 5

Gherald 5 5 2 1 0 13
No tool 2 2 0 1 0 5

Total 7 7 2 2 0 18

distribution depicted in Figure 5.3, where a noticeable difference could be observed for
change sets 1, 2, and 3.

Table 5.3 displays the number of participants from different groups that correctly iden-
tified the known defects for each change set. Out of the 48 valid participants, 18 were able
to identify at least one known defect, and three were able to identify all known defects.
For each of the change sets 1 and 2, seven out of sixteen participants were able to identify
at least one known defect, respectively. However, for change sets 3, 4, and 5, only two,
two, and zero participants, respectively, were able to correctly identify the known defects.
We believe that these results occurred because the defects in change sets 3, 4, 5 were more
complex and required recognizing an edge case with respect to hexadecimal and octal num-
bers. Additionally, the sample size for these changes was small. Nevertheless, although
only a small proportion of participants identified the known defects, from Table 5.3, we can
still observe that Gherald participants outperformed the control group in terms of defect
detection.

The Mann-Whitney U test results indicate that the null hypothesis can be rejected,
i.e., there is a statistically significant improvement of code review effectiveness associated
with Gherald (p = 0.03). The Cliff’s delta effect size is 0.27, indicating a “small” difference
in participants’ code review effectiveness between the groups [39].

The use of Gherald was associated with an improvement in code review effective-
ness. In our experiment, a larger proportion of known defects were identified by
participants with the assistance of Gherald.
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Figure 5.4: Comparison of code review efficiency between the treatment and control group
across five change sets. The long (short) dash line represents the median (Q1/Q3) values.

(RQ3) Is use of Gherald associated with an improvement in code
review efficiency?

The participants provided with Gherald had higher code review efficiency compared to
participants without tooling support. As shown in Table 5.2c and Figure 5.4, the treatment
group displayed a higher median and mean code review efficiency, with 0.69 and 1.38 known
defects identified per hour, respectively. Notably, we observed a significant increase in code
review efficiency associated with Gherald in most change sets, except for change set 5 with
a code review efficiency of zero as none of the participants identified the known defects.

Figure 5.5 depicts the task completion time of participants for each task. On average,
participants spent 4.2 minutes on task A and 18 minutes on task B, which is consistent
with our anticipated experiment duration of 30 minutes. The time taken to complete task
A ranges from 36 seconds to 14.4 minutes, while the completion time for task B ranges from
4.2 minutes to 52.8 minutes. Interestingly, we observed that some participants invested a
long time on task A, while allocating a comparable amount of time to task B. This pattern
of behavior indicates that they may have devoted some review effort to conducting code
inspection during task A. This finding supports our decision to calculate the code review
time by summing the time spent on both tasks.
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Figure 5.5: The completion time for experiment tasks
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The Mann-Whitney U test yields a p-value of 0.0503, which is not less than our pre-
established confidence level (0.05). Therefore, we are unable to reject the null hypothesis,
which indicates that there is insufficient evidence to suggest the use of Gherald is associated
with an improvement in code review efficiency.

In our experiment, participants in the treatment group had higher code review
efficiency compared to those in the control group. However, the difference between
the two groups is not statistically significant, so we cannot draw a conclusion that
the use of Gherald is associated with an improvement in code review efficiency.
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Chapter 6

Threats To Validity

6.1 Construct Validity

The results of our study may be impacted by the accuracy of risk assessment tools. We
choose to focus on whether an accurate risk signal would help developers, and leave the
analysis of noise in the risk assessment signal to future work. To control for that noise
in our study, for each change set, we selected changes with defect density values that are
aligned with Gherald assessment.

Limitation of the SZZ algorithm accuracy in locating fix-inducing changes may result
in false positives and false negatives, which may lead to incorrect historical records about
defects. To mitigate noise in our labels of fix-inducing changes, we followed McIntosh and
Kamei’s approach [32] to apply a series of filtering steps and manual verification to the
initially produced label set.

6.2 Internal Validity

The participants recruited for the experiment were outsiders — not developers or reviewers
of the projects under study. Thus, their behavior might differ from that of the actual
code reviewers. To mitigate this threat, we selected code changes that do not necessitate
additional contextual learning, which allows us to approximate the actual code review
conditions as closely as possible. Nonetheless, it may be safest to interpret our findings as
reflecting the newcomer experience.
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6.3 External Validity

The sample of the code changes that we included in our study is small when compared
to the history of the studied project. In our study, each participant was shown three
code changes. However, due to a limited number of participants, only a small proportion
of changes were included in the experiment. To mitigate this threat, we selected code
changes for inclusion that impacted different types of functionality and present different
types of defects as our sample for experiment.

Although we selected different types of defects, it is still logistically impractical to
include all types of defects that may occur in real-world scenarios. To generalize the results,
future studies that include other kinds of defects are necessary. We recruited participants
from our local student population and from broadcasts on our social networks. As such,
our sample of participants may not be entirely representative of the broader software
development community.

In addition, to achieve a statistical significant result (α = 0.05, power = 0.8, d = 0.5),
we aimed to recruit at least 106 participants for our study. However, due to the challenges
associated with conducting a human-intensive study, we obtained only 48 valid responses
after filtering. Further studies with a larger, more diverse population of developers are
needed to confirm our findings and to increase the generalizability of the results.

Generalizability concerns also apply to the selection of projects and programming lan-
guages, as we experimented only with code changes from Apache Commons Lang written
in Java. To address these limitations, further studies are necessary to verify whether our
findings are still valid for more projects with different programming languages.
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Chapter 7

Conclusions

Modern code review is an essential procedure in software development. However, in prac-
tice, there are still a large proportion of reviewed changes that introduce bugs into the
codebase [30]. This can occur due to a lack of historical context and awareness of the
riskiness of the proposed code changes.

In this study, we aimed to investigate whether providing developers with historical con-
text and risk assessment information regarding code changes can enhance their awareness
of the riskiness of such changes and result in an improvement in code review effectiveness
and efficiency. To accomplish this, we introduced a risk assessment prototype called Gher-
ald, which analyzes the riskiness of code changes based on historical data. We conducted a
controlled experiment with 48 participants assigned to two groups, with or without Gher-
ald. We investigated whether the use of Gherald is associated with greater risk awareness
and an improvement of code review performance of the participants.

Through the experiment with 48 participants, we found that Gherald has a positive
impact on the code review practice:

• The use of Gherald was associated with a statistically significant improvement in
developer awareness of the riskiness of code changes.

• The use of Gherald was associated with a statistically significant improvement in code
review effectiveness.

• Although the difference in code review efficiency between the treatment and control
groups was not statistically significant, in our experiment, we observed a higher mean
and median code review efficiency for participants with the assistance of Gherald.
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Future Work. As existing risk assessment approaches do not provide sufficient contextual
information regarding the riskiness of the code changes, our study introduced a risk as-
sessment prototype and found that its use had a positive impact on code review practices.
Future work may propose risk assessment approaches that provide more precise defect
proneness prediction with explainable risk indicators for code changes.

Furthermore, while we sampled Java code changes from Apache Commons Lang and
conduct one-time code review tasks with participants recruited from various sources, future
studies could benefit from a more project-specific approach involving the actual developers
and reviewers of the repository. With the risk assessment tool embedded into the code
review system, the risk awareness and code review performance of the reviewers can be
evaluated over a long-term to explore whether risk assessment has a positive and sustainable
effect on code review practices.

Data Availability. To facilitate reproduction and foment further research on the field,
we make a replication package publicly available.1

1https://doi.org/10.5281/zenodo.7838135
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