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Abstract—Reviewer recommendation systems are used to suggest community members to review change requests. Like several other recommendation systems, it is customary to evaluate recommendations using held out historical data. While history-based evaluation makes pragmatic use of available data, historical records may be: (1) overly optimistic, since past assignees may have been suboptimal choices for the task at hand; or (2) overly pessimistic, since “incorrect” recommendations may have been correct as well. In this paper, we empirically evaluate the extent to which historical data is an appropriate benchmark for reviewer recommendation systems. We replicate the chRev and WLRev approaches and apply them to 9,679 reviews from the Gerrit open source community. We then assess the recommendations with members of the Gerrit reviewing community using quantitative methods (personalized questionnaires about their comfort level with tasks) and qualitative methods (semi-structured interviews). We find that history-based evaluation is far more pessimistic than optimistic in the context of Gerrit review recommendations. Indeed, while 86% of those who had been assigned to a review in the past felt comfortable handling the review, 74% of those labelled as incorrect recommendations also felt that they would have been comfortable reviewing the changes. This indicates that, on the one hand, when reviewer recommendation systems recommend the past assignee, they should indeed be considered correct. Yet, on the other hand, recommendations labelled as incorrect because they do not match the past assignee may have been correct as well. Our results suggest that current reviewer recommendation evaluations do not always model the reality of software development. Future studies may benefit from looking beyond repository data to gain a clearer understanding of the practical value of proposed recommendations.

I. INTRODUCTION

Software repository data is an invaluable resource that accumulates as a software project ages. Version Control Systems (VCSs) store commits that record changes to codebases. Issue Tracking Systems (ITSs) accrue issue reports that describe product defects, enhancement requests, and other potential improvements. Review Tracking Systems (RTSs) archive the peer code reviews that take place during software development. Mining Software Repositories (MSR) approaches aim to uncover and communicate insights from historical software repository data to support knowledge acquisition and future stakeholder decisions. A popular mechanism for communicating those insights is through recommendation systems [34]. For instance, recommendation systems have been proposed to aid practitioners with code navigation [11], [45], task prioritization [15], [16], and task assignment [2], [37]. Reviewer recommendation is a popular and recent variant of the task assignment problem, where the recommendation system provides a list of potential reviewers (ordered by their relevance) for newly submitted change requests to an RTS.

It is challenging to evaluate (reviewer) recommendation systems in software engineering settings [13]. An optimal evaluation would be: (1) reproducible, allowing the research community to compare recommendation approaches in an impartial manner; (2) meaningful, improving the practical implications of the evaluation; and (3) pragmatic, making use of available data and resources to the largest extent possible. Maximizing all three of these characteristics with a single type of evaluation is impractical, since they present inherent trade-offs. For example, a highly meaningful evaluation would invite active stakeholders to weigh in on the suggestions that are generated by the recommendation system. However, such an evaluation would not be pragmatic, since recruiting a large number of participants for such a study is difficult.

Broadly speaking, recommendation systems in software engineering are often evaluated using held out historical data [22]. After being trained using a subset of the available data (the training corpus), the recommendation system is tested using another subset that was not used for training (the testing corpus). In the context of reviewer recommendation systems, the correct answer that the system is expected to generate is the list of reviewers who appear in the historical data. The optimal reviewer recommendation system according to a history-based evaluation suggests exactly (and only) what happened in the past. Since past decisions may not have been optimal, relying on such a solution would encourage stakeholders to repeat past mistakes. Moreover, Kovalenko et al. [24] argue that recommending popular past reviewers provides limited value in proprietary settings, where such reviewers are often well known. In our estimation, solely relying on historical records to evaluate reviewer recommen-
Broadly speaking, our results suggest that the current method of evaluating reviewer recommendation systems is far more pessimistic than optimistic. Indeed, history-based performance values are likely to be an under-approximation of the true value that reviewer recommendation system suggestions would provide to the GERRIT community. In one sense, this is a positive development, suggesting that in general, the performance of reviewer recommendation systems may be under-approximated in the literature. In another sense, under-approximated performance scores in the literature may lead practitioners to draw incorrect conclusions about the quality of current reviewer recommendation systems.

The remainder of the paper is organized as follows: Section II situates this work with respect to the literature on recommendation systems in software engineering. Section III describes the design of our case study, while Sections IV and V present the results. Section VI discusses the broader implications of our study results. Section VII discusses threats to the validity of our study. Finally, Section VIII draws conclusions and proposes directions for future work.

II. BACKGROUND AND RELATED WORK

In this section, we provide an overview of recommendation systems in software engineering generally (Section II-A) and reviewer recommendation specifically (Section II-B).

A. Recommendation Systems in Software Engineering

At their core, most recommendation systems [34] (i.e., systems that suggest to stakeholders future actions to take based on patterns or trends that have been mined from historical data) operate in a similar manner. A corpus of historical examples (i.e., the training corpus) is provided as input to a supervised or unsupervised data mining approach (e.g., statistical or machine learning regression, clustering, or classification techniques). This step produces a model, which can produce recommendations for future examples. While recommendation systems take a variety of forms, in our estimation, the content discovery and decision support variants, which we describe below, have received plenty of attention within the software engineering domain [16], [19], [21], [27], [40], [45].

Content Discovery Recommendation Systems. Content Discovery Recommendation Systems (CDRSs) are at the core of solutions, such as bug localization [40], where available information about a bug (e.g., issue report content) is provided as a query to an engine that searches for matches in the code base. CDRSs have also been proposed to guide developers as they make changes to a code base, suggesting other relevant locations to view/modify based on historical co-change tendencies [45] or the recency of viewing/modification [21].

Decision Support Recommendation Systems. Software practitioners make decisions to balance trade-offs regularly. Although these decisions often impact their organizations, it is not uncommon for decisions to be made based on intuition. Decision Support Recommendation Systems (DSRSs) aid practitioners in making more data-grounded decisions. Broadly speaking, these DSRSs fall into two categories.

We obtained Institutional Review Board (IRB) approval for this study from the McGill Research Ethics Board-1 (REB # 382-0218).
Effort prioritization DSRSs help practitioners to allocate constrained resources in a cost-effective manner. For example, defect prediction models [19] can be used to prioritize the testing of areas of the code base that are: (a) most likely to be defective [19]; (b) estimated to have the most defects in the future [16], or (c) estimated to have the highest defect density [27]. Moreover, effort prioritization DSRSs have been proposed to triage notifications that require stakeholder attention, such as posts on a mailing list [17], updates to issue reports [30], or review requests on code review platforms [39].

Expert assignment DSRSs strive to support stakeholders in the allocation of tasks to qualified personnel. Expert assignment DSRSs have been proposed to suggest: (a) team members to whom new issue reports should be assigned [2]; (b) experts who may be able to answer questions on developer Q&A forums [9]; and (c) reviewers to whom changelists should be assigned for code review [37].

Evaluation of Recommendation Systems. The evaluation of recommendation systems is not simple. Since future examples are not available and in situ evaluation is expensive and impractical, recommendation systems in software engineering are often evaluated using a corpus of held out historical data. Figure 1 shows how a corpus of changes is split into training and testing corpora for evaluating a recommendation system. A subset of the data (in the case of the figure, 10%) is held out of the training corpus at the beginning. The training corpus is then used to prepare the recommendation system. Each example in the testing corpus is then fed to the recommendation system to gather its recommendations. If the recommendations do (not) appear in the actual list of reviewers, the change is considered “correct” (“incorrect”).

However, the examples labelled “correct” (i.e., the recommendations that appear in the actual list for a given change) may not have been an optimal assignee for the task. Likewise, the examples labelled “incorrect” (i.e., the recommendations that did not appear within the actual list) may have been just as capable of performing the task as the actual assignee(s). This leads to four possible categories: those considered “correct” and well suited for the task (Nick in Figure 1); those considered “correct” but not well suited for the task (Danica in Figure 1); those considered “incorrect” and not well suited for the task (Devyn in Figure 1); and those considered “incorrect” but actually well suited for the task (Londyn in Figure 1).

B. Reviewer Recommendation

In recent years, a lightweight and flexible variant of the practice of code review has become popular [7], [33]. Unlike the rigid formal code inspections of the past [12], modern practices embrace the asynchrony of global software development teams [5]. This lightweight variant, often referred to as Modern Code Review, revolves around a change-based model [4]. For each change to a system, team members are asked to critique the premise, structure, and content. Investment in this review process has been shown to pay off in qualitative [6], [7] and quantitative ways [26], [29], [33], [38]. Assigning ill-suited reviewers to review a change can lead to suboptimal review outcomes, such as slow [37] or less useful feedback [8], [23].

Considerable research effort has been invested in the problem of reviewer recommendation—a variant of expert assignment DSRSs, which recommend appropriate personnel for review tasks. For example, ReviewBot [3] and RevFinder [37] suggest reviewers based on how often they have contributed to the lines or modules that were modified by the patch, respectively. CoRRCTR [32] suggests reviewers with relevant technological experience and experience with other related projects. Tie [41] combines file location and patch content analyses to suggest relevant reviewers. Ouni et al. [31] treat the reviewer recommendation problem as a multi-objective optimization problem, and solve it using evolutionary algorithms. Yang et al. [42] further specify what role the suggested reviewer should play (e.g., managerial, technical). Yu et al. [43] explore reviewer recommendation in the context of GitHub. Lipcak et al. [25] further analyze the level of success achieved by reviewer recommendation systems for GitHub projects.

We select reviewer recommendation as an exemplar of a popular research area where history-based evaluation is customary. We use the recent cHREV [44] and WLRRPC [1] approaches as concrete reviewer recommendation solutions.

Prior work has shown that history-based evaluation of reviewer recommendation approaches may yield misleading results. Indeed, Kovalenko et al. [24] found that, in the setting of large software organizations, team members often know who should review their code, limiting the usefulness of the recommendation list. They argue that, in such settings, there is a need to move beyond accuracy measures when assessing the value of a reviewer recommendation system. Inspired by their work, we set out to assess the agreement between historical measures and developer perceptions.
III. STUDY DESIGN

In this section, we present our rationale for focusing our study on the GERRIT software community (Section III-A), as well as our approach to the collection (Section III-B) and analysis (Section III-C) of data.

A. Subject Community

We strive to analyze data from a large and active software community that actively invests in the practice of code review. In selecting our subject community, we identified three important criteria that needed to be satisfied:

- **Criterion 1: Track record of code review data.** To perform a robust history-based evaluation of a reviewer recommendation system, a large amount of data about prior reviews must have accrued.

- **Criterion 2: Traceable code review process.** Reviewer recommendation systems often rely upon rich historical context to produce suggestions. For example, RevFinder [37], ReviewBot [3], and xFinder [18] require access to version control history to compute code tendency and experience heuristics. Thus, the community that we select must provide review records that are well linked to the commits on which they were performed.

- **Criterion 3: Responsiveness.** Our perception analysis relies on soliciting a large quantity of high quality data from the studied community. An unresponsive community may not provide a reliable and complete perspective.

We have found that the GERRIT community—and by extension the data derived from the GERRIT project—is able to satisfy all of our evaluation criteria. In terms of Criterion 1, the GERRIT project completed 9,847 reviews from January 2018 to December 2019. In that same period, 98% of the commits in the version control system have an accompanying review record in the review tracking system, satisfying Criterion 2. Finally, since the last author has fostered professional relationships and an awareness of code review research within the GERRIT community, and because Gerrit is a code review platform, we believed that the GERRIT community would be amenable to and welcoming of our study, which would in turn lead to a strong response rate, satisfying Criterion 3.

B. Data Collection

The first step in our study is to collect data from the GERRIT community. Figure 2 shows that the process involves the extraction of historical data (DC1), from which the assigned reviewers can be selected (DC2). We can use the historical data to train (DC3a) and evaluate (DC3b) our selected reviewer recommendation systems. We describe each step below.

(Reserved for future use)

---

**TABLE I**

**AN OVERVIEW OF THE YEARLY REVIEW ACTIVITY OF THE GERRIT COMMUNITY.**

<table>
<thead>
<tr>
<th>Year</th>
<th># Changes</th>
<th># Reviewed</th>
<th>Percent Reviewed</th>
<th># Unique Reviewers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>1,395</td>
<td>1,128</td>
<td>90.86%</td>
<td>80</td>
</tr>
<tr>
<td>2013</td>
<td>3,324</td>
<td>2,877</td>
<td>86.55%</td>
<td>120</td>
</tr>
<tr>
<td>2014</td>
<td>2,607</td>
<td>2,201</td>
<td>84.43%</td>
<td>93</td>
</tr>
<tr>
<td>2015</td>
<td>2,983</td>
<td>2,569</td>
<td>86.12%</td>
<td>117</td>
</tr>
<tr>
<td>2016</td>
<td>4,426</td>
<td>4,069</td>
<td>91.93%</td>
<td>133</td>
</tr>
<tr>
<td>2017</td>
<td>5,184</td>
<td>4,407</td>
<td>86.85%</td>
<td>143</td>
</tr>
<tr>
<td>2018</td>
<td>5,074</td>
<td>4,992</td>
<td>98.38%</td>
<td>140</td>
</tr>
<tr>
<td>2019</td>
<td>4,773</td>
<td>4,867</td>
<td>98.29%</td>
<td>153</td>
</tr>
<tr>
<td>Total (analyzed)</td>
<td>9,847</td>
<td>9,679</td>
<td>98.29%</td>
<td>224</td>
</tr>
</tbody>
</table>

**DC1 Extract Historical Data.** To obtain a corpus of data with which to train and test our recommendation systems, we first set out to extract historical review data from the GERRIT community. The community practices “dogfooding” by using the GERRIT software that the community develops. Thus, we first set out to extract data from the community’s GERRIT instance using the REST API.² For each change, the extracted data includes: (a) a timestamp; (b) the author and reviewers; and (c) the implicated files and lines.

Table 1 provides an overview of the extracted GERRIT data. The table shows that the community has been growing over the years, attracting more than 4,000 contributions per year since 2016. In addition, during this time, a very large proportion of the changes (>85%) made to the GERRIT system can also be linked to a report reviewed within the system. While this high proportion of linked reviews would allow us to use all of the changes and reviews available within the GERRIT system, we choose to use only the data from 2018 and 2019.³ Similarly to prior work [20], we consider that more recent changes indicate more familiarity with a given change. Indeed, prior work [20] has posited that the experience of a developer with regards to a given change should be weighted by its age (e.g., developer experience for a change twice as old would be halved). We therefore seek to solicit feedback from participants about data from recent changes. We use a two-year period to balance the tradeoff between the quantity of data and limiting experience degradation, since it may be difficult for the participant to recall their experience for older changes. Thus, we choose to focus our historical analysis on the reviews that occurred during this two-year period.

²gerrit-review.googlesource.com

³The bulk of the data collection and analysis for this work was conducted in 2020. Hence, data from 2020 was not included.
(DC2) Select Assigned Reviewers. History-based evaluation of reviewer recommendation systems requires the list of team members who reviewed each change. To obtain this list, we first extract the user IDs listed as reviewers of each change.

We apply both reviewer and review filtering to clean the raw extracted lists of reviewers prior to training our recommendation systems. First, we remove users from reviewer lists who are known to be accounts that represent automated bots. For example, the GerritCI account is associated with the GERRIT Continuous Integration system, not a human reviewer. The first author also manually verified the emails, first names, and last names within the data to merge any accounts that could belong to the same individual; no such instances were detected. Second, Table I shows that a small percentage (1.71%) of the changes made to the system during the study period were not reviewed. Since these changes cannot be used to train or test our recommendation system, we filter them out of our corpus. A corpus of 9,679 reviews spanning 224 unique reviewers survives the filtering process.

(DC3a) Train Recommendation System. There have been several reviewer recommendation systems proposed in the literature (see Section II). We choose to re-implement CHREV [44] and WLRREC [1], since they are recently proposed, high performance recommendation approaches.

The CHREV approach produces suggestions by computing a user score for each file in the system based on how frequently the user has participated in reviews containing the file and how recently they have done so. Users are given a score based on the proportion of the total number of comments on a file (across all reviews) that the user has made. Users are also scored based on the number of days in which they have made a comment to a file as a proportion of the total number of days in which the file has received review comments. Finally, users are scored based on the most recent day that they commented on a file during a review relative to the most recent comment made to that file by any user.

Meanwhile, WLRREC uses multi-objective optimization to consider five input measures: code ownership, reviewing experience, patch author familiarity, review participation rate, and a metric representing the review workload. The first four measures are maximized to increase the chance of participating in a review, and the last measure is minimized to reduce workload. WLRREC recommendations are not ranked. More details for each approach can be found in the original CHREV [44] and WLRREC [1] papers.

(DC3b) Identify Suggested Reviewers. For CHREV, the user scores are used to identify reviewers to suggest. For each review in the testing corpus, expertise and recency scores are computed for each potential reviewer and a ranking is produced. For WLRREC, the output is a list of potential reviewers, which are all considered to be as equally valid.

To evaluate the performance of these recommendation systems, we aim to compare the history-based evaluation scores reported in the literature with those that our models achieve. To do so, we need to split our historical data into training and testing corpora. The selection of the testing corpus is critical because it is the basis from which we will sample reviewers for our perception analysis. We allocate the latest 1,000 changes to the testing corpus (~10% of the data set). Rather than randomly sampling reviews, we allocate the latest changes because this most closely matches the evaluation scenario in reality. Moreover, to avoid other impractical evaluation scenarios, only those reviews that were completed prior to the creation of the review being evaluated are used by the recommendation system. A random sampling of training and testing corpora may create an unrealistic scenario where future data (e.g., changes from 2019) is used to suggest reviewers for past events (e.g., changes from 2018).

To identify the suggested reviewers for CHREV, we need to set a cutoff value $k$ for the ordered list of suggestions. To compare with the initial CHREV study [44], we experiment with $k = 1, 2, 3, 5$ settings (Section IV). We use the most stringent $k = 1$ setting when selecting reviewers for our perception analysis (Section V) to avoid overburdening our subject community with unnecessary survey requests.

C. Perception Analysis

After collecting the recommended and assigned reviewers, we perform our perception analysis. Figure 2 shows that the analysis is composed of identifying candidate participants (PA1), issuing personalized questionnaires (PA2), and conducting follow-up interviews (PA3). Below, we describe each step.

(PA1) Identify Candidate Participants. We begin by comparing the recommended reviewers (see DC3b) to the lists of actual reviewers (see DC2). We label each review with one of two categories. If the suggested reviewer appears in the list of actual reviewers, we label that change—and its suggested reviewer—as “correct”. Alternatively, if the suggested reviewer does not appear in the list of actual reviewers, we label that change—and the suggested reviewer—as “incorrect”.

This first step generates a stratified data set from which to sample, i.e., a set of 408 “correct” changes and a set of 592 “incorrect” changes. We then apply stratified sampling to each category to select a representative set of changes for further evaluation. We draw a representative sample to achieve a confidence level of 95% with a confidence interval of ±5% from each category independently. A sample size calculation indicates that we need 198 “correct” changes and 233 “incorrect” changes.

To satisfy our sample size, we began by randomly selecting changes from each of the categories. However, because a small number of reviewers perform a large proportion of the reviews, we found that random sampling would lead to a sample that over-represented (and overburdened) the most active GERRIT reviewers. Placing too large of a burden on very active reviewers would make them less likely to participate. Moreover, it increases risk, since a lack of response from such a reviewer would produce a large gap in study data. For these reasons, we set an upper limit of 20 reviews per candidate participant. More specifically, we continue to draw samples randomly until we reach our target sample size (i.e., 198 “correct” and 233 “incorrect”), while ensuring that the
upper limit is not exceeded for any reviewer. In the end, the samples that we drew include 50 candidate participants, 26 of whom are present in both “correct” and “incorrect” lists, and three and 21 of whom are only present in the “correct” and “incorrect” lists, respectively.

(PA2) Issue Personalized Questionnaires. With the two samples of changes obtained, we create the personalized questionnaires for each candidate participant. To ensure that the study is consistent for all reviewers involved, we create a template for the questionnaire. For each change, the participants are asked how prepared they were—or would have been—to review the change on a five-point Semantic scale, whether they know of any other reviewers who might have been a good reviewer for the given change, and if they have any specific comments about the change which they felt were important to note. The questionnaire provides the option to stop and submit the questionnaire after any change in the hope that this will deter candidates from abandoning the questionnaire without submitting anything. We emailed each candidate participant individually soliciting their feedback via the personalized questionnaire. We then use the responses to these questionnaires to answer our RQs. A template for our questionnaires is available online [14].

Since reviewers with plenty of expertise will generally feel comfortable with most reviews, we solicit participation from users with varying rates of prior review participation within the Gerrit community. Figure 3(a) shows the distribution of the number of reviews that our candidate participants performed within the two-year study period. The expertise of our reviewers broadly varies, some of whom performed very few reviews (the first quartile is 34 reviews) and others performed several reviews (the third quartile is 546 reviews). We believe that this provides an accurate cross-section of the Gerrit community and reduces the likelihood of skew due to the (over)confidence of individual reviewers. We used a two-tailed Mann–Whitney U test to determine whether the distributions of both populations (i.e., reviewers who performed reviews and respondents to our survey) are equal. We obtained a p-value of 0.9442, and therefore accept the null hypothesis that the samples are not drawn from statistically distinct populations. In addition, Figure 3(b) shows the distribution of the same metric for those who responded to our questionnaire. The candidate and respondent plots are visually similar, leading us to conclude that reviewers with a similar cross-section of expertise actually participated in our questionnaire.

(PA3) Conduct Follow-Up Interviews. Having obtained the results of the questionnaire outlined within (PA2), we conduct a series of follow up interviews intended to tackle key emergent themes from within the results of the questionnaire. To this end, we reach out to a group of respondents to the questionnaire who showed interest in the content of the study and/or included responses that we felt would benefit from further elaboration. In total, we contacted nine members of the Gerrit community with six agreeing to participate—five over teleconference and one over email. Table II shows that we interviewed participants with different roles within Gerrit including maintainers and users without a specified position, experienced reviewers and new members of the community.

We apply a semi-structured approach to our interviews. The first and last authors conducted and were present for all of the interviews. An outline of key questions and interview topics were created prior to the interview session, but interviewers and interviewees had the freedom to follow (relevant) divergent topics if they arose based on responses. Questions were initially formulated based on trends in the questionnaire responses, as well as the individual interviewee responses.

The interviews were recorded, transcribed, and coded to extract themes. We use these themes to deepen the insights that we glean from our questionnaires. As such, we code the transcripts based on whether the responses relate specifically to our research questions. When responses relate directly to a research question, we check if multiple community members mention similar points regarding the same topic. In the cases in which they do, we report these findings along with the participants who stated them (participants are labeled as P1–P6 when outlining their responses) in order to corroborate or contradict the observations that we draw from the questionnaire.

![Fig. 3. The distributions of the number of reviews that had been performed in the studied period by each of the (a) candidate respondents; and (b) actual respondents. The median, first, and third quartiles are labelled.](image)
### IV. Preliminary Evaluation

To test if our recommendation system implementations are on par with the original implementations [1], [44], we evaluate our replicated solutions on a sample of historical data.

#### A. Experimental Setup

**Sample size.** We test both approaches on 150 GERRIT changes to mimic the testing corpus size outlined in the original CHREV paper, where three of the four systems tested had sample sizes of roughly 150 changes. Furthermore, sampling the most recent 150 changes allows for the largest possible model to be created in each case. We therefore use 150 changes to provide a fair comparison with the original paper.

**Evaluation metrics.** To test the recommendation systems in a comparative manner, we use the same evaluation metrics as the original CHREV paper, i.e., precision, recall, F1-score, and Mean Reciprocal Rank (MRR). For a given review \( x \), the precision, recall and F1-score are:

\[
\text{precision}(x) = \frac{|\text{Suggested}(x) \cap \text{Actual}(x)|}{|\text{Suggested}(x)|} \quad (1)
\]

\[
\text{recall}(x) = \frac{|\text{Suggested}(x) \cap \text{Actual}(x)|}{|\text{Actual}(x)|} \quad (2)
\]

\[
\text{F1-score}(x) = 2 \times \frac{\text{precision}(x) \times \text{recall}(x)}{\text{precision}(x) + \text{recall}(x)} \quad (3)
\]

where \( \text{Suggested}(x) \) is the list of suggested reviewers for \( x \) and \( \text{Actual}(x) \) is the list of team members who reviewed \( x \).

Precision, recall, and F1-score are rank-agnostic performance measures, which ignore the position at which a reviewer is suggested. MRR is a rank-aware measure that accounts for the rank at which correct suggestions appear. The higher the rank of correct suggestions, the better (larger) the MRR value. A perfect MRR of one indicates that, for all reviews, the first suggested reviewer appears in the list of actual reviewers, while MRR values that approach zero would imply that the “correct” suggestions rank near the bottom of the list. More specifically, MRR is defined as:

\[
\text{MRR} = \frac{1}{|n|} \sum_{i=1}^{n} \frac{1}{\text{rank}_i} \quad (4)
\]

where \( n \) is the number of reviews on which the recommendation systems are evaluated and \( \text{rank}_i \) is the position of the first actual reviewer in the list of suggested reviewers. Since WLRRec does not rank candidates, this metric is only computed for our CHREV implementation.

#### B. Experimental Results

Table III shows that our implementation of CHREV is able to achieve a similar level of performance to that of the original implementation. For all measures and studied \( k \) settings, our implementation achieves performance scores within ±5 percentage points of those reported in the original paper, suggesting that our replication is largely successful.

Similarly, Table IV shows that our implementation of WLRRec is able to achieve similar results to those of the original implementation. The ‘Actual’ and ‘Potential’ reviewers rows reflect the different choices of ground truth data as described in the original paper [1]. Although the recall values are much larger in our ‘Actual Reviewers’ ground truth setting, we believe that the consistent values for all other fields suggest that our replication was successful in this case as well. We believe that the differences in results are likely due to the difference in the average size of the list of actual reviewers for each change, and the differences in datasets.

We find that 63% of the WLRRec recommendations overlap with the CHREV recommendations with the \( k = 1 \) setting. Since higher \( k \) settings reduce the overlap (59% (\( k=2 \)), 56% (\( k=3 \)), 51% (\( k=5 \))), we concentrate our analysis on the \( k = 1 \) setting. Due to the large overlap in results, and because the CHREV results are ranked and therefore allow us to target specific developers from within the recommendation list, we choose to use the recommendations from CHREV to select participants for our questionnaires and interviews.

### V. Study Results

In this section, we describe the results of our study with respect to our research questions. For each question, we present our rationale, followed by our approach for addressing the question, and finally, we present the results.

**RQ1: Optimism: How often are past assignees that were deemed correct actually suboptimal?**

**Motivation.** When performing an evaluation of the correctness of a reviewer recommendation system, researchers often count a recommendation as correct when the reviewer suggested by the system for a past change actually performed the review. However, the reviewers who reviewed past changes may not be the best choice to perform the review. For example, reviewers may participate in a review to learn about a module [7] or to cover for the optimal reviewer who is unavailable at the time of the review. These non-technical factors may introduce noise in the “correct” signal recorded in past review participation. This
Working on a change to determine whether they will bring through a change’s contents and the other reviewers already of review recommendation, since our responses suggest that our sample contains 76 instead of 198 cases, and our original confidence reported by respondents was four or five. Since 4.45. Moreover, in 65 of those 76 cases (86%), the level of comfort level for the 76 changes that received responses is shows the distribution of comfort score responses. The mean comfort score values are difficult to estimate. In their free-form responses, respondents often mentioned that they consider the change size and its type (e.g., merge vs. normal commit) when considering whether they would be an appropriate reviewer. Thus, we tested for correlations between size heuristics (number of changed lines, files) and change type (i.e., merge commit or not) and the comfort scores reported. For the number of lines changed and files changed, we observe weak-to-negligible correlations of $\rho = -0.12$ ($p = 0.31$) and $\rho = -0.29$ ($p = 0.01$), respectively. While the number of files has a statistically significant correlation ($p < 0.05$), its magnitude ($\rho$) is considered weak [36]. Finally, 18 of the 76 changes with a response were merge commits. The mean comfort score for merge commits was actually slightly higher (4.58) than non-merge commits (4.41). We perform an unpaired two-tailed Mann-Whitney U-test (a non-parametric statistical hypothesis test) to compare the comfort scores in the merge and non-merge groups. The results do not support the rejection of the null hypothesis that both groups are drawn from the same population ($p = 0.35$). Moreover, the Cliff’s delta [10] (an effect size measure) is 0.05, which indicates that the practical difference between the samples is negligible.

During follow-up interviews, all participants mentioned encountering trivial changes when filling out the questionnaire. Reviewing these trivial changes does not require the same rigour. However, the interviewees did not share a common definition of what constitutes a trivial change. Definitions touched upon (a) which components a change modifies (P1); (b) how many stakeholders are potentially impacted (P1); (c) the content of the change, i.e., whether it is routine maintenance, which can be reviewed by a larger group than new features added to the system (P6); and (d) the amount of discussion that is garnered from the community (P4). Intriguingly, two interviewees felt that merge changes are generally trivial to review (P2, P4), while another interviewee felt that merge commits are rarely trivial and often required a careful review to catch potential regressions (P5). This general belief that a set of trivial changes exists without a clear definition converges with our findings from the questionnaire. Indeed, many of the reviewers who participated in the questionnaire felt very comfortable reviewing a large set of changes, but a clear pattern of what caused certain changes to be more broadly “reviewable” than others did not emerge.

<table>
<thead>
<tr>
<th>Comfort score</th>
<th>“Correct” changes</th>
<th>“Incorrect” changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>52</td>
<td>21</td>
</tr>
</tbody>
</table>

| TABLE V | AN OUTLINE OF THE FREQUENCY OF RESPONSES FOR BOTH “CORRECT” AND “INCORRECT” CHANGES |

Type of noise would lead history-based evaluations to be overly optimistic, over-estimating the true performance of a system, since some of the cases labelled as “correct” by the evaluation may actually be incorrect. Hence, we set out to quantify and characterize the optimism of history-based evaluations.

**Approach.** To address RQ1, we select the sample of 198 “correct” cases, i.e., where the suggested reviewer matches a reviewer who performed a past review. We follow our sampling strategy from Section III-C (see step PA1). For each unique reviewer in our sample, we create a personalized questionnaire, which consisted of one page for each review in our sample. Each page asked the participant to (a) rate how comfortable they were when performing the review in question (on a five-point Semantic scale); (b) optionally recommend another team member who may have been able to perform the review; and (c) optionally provide their rationale for either or both of their prior responses (free-form text). We use the Semantic scale responses to gain an overview of the optimism of history-based recommendation evaluations. We then code the free-form responses using an open coding approach [35]. We use the most frequent codes to generate hypotheses about the nature of misassigned reviews. We test the validity of these hypotheses qualitatively during follow-up interviews (see step PA3 in Section III-C) and quantitatively using Spearman’s $\rho$ rank-based correlation coefficient when appropriate.

**Results.** We contacted 29 candidate participants of various levels of seniority within the GERRIT community. We received twelve responses (a response rate of 41%). These responses contained assessments of 76 of the 198 subject changes (38%).

It is rare for past assignees who were deemed correct to have been uncomfortable with their past reviews. Table V shows the distribution of comfort score responses. The mean comfort level for the 76 changes that received responses is 4.45. Moreover, in 65 of those 76 cases (86%), the level of confidence reported by respondents was four or five. Since our sample contains 76 instead of 198 cases, and our original population is 402 “correct” changes, with a confidence level of 95%, our confidence interval unfortunately expands to 7.03%. Nevertheless, this bodes well for history-based evaluations of review recommendation, since our responses suggest that current ground truth approaches are not overly optimistic.

The follow-up interviews further corroborate these findings. Multiple interviewees (P5, P6) mentioned that they look through a change’s contents and the other reviewers already working on a change to determine whether they will bring value to a review discussion before accepting a review. One reviewer (P6) stated that they often use about a quarter of the total time spent on a change figuring out if they will provide value. This suggests that when reviewers accept a review, they are rarely a bad candidate for evaluating it.

Reviewers tend to carefully select the reviews that they accept. Thus, reviewers were often highly comfortable with reviews that reviewer recommendation evaluations would deem “correct” recommendations. This suggests that optimism is not a serious problem in the context of the evaluation of reviewer recommendation systems.
(RQ2) Pessimism: How often are incorrect recommendations actually appropriate?

Motivation. Reviewer recommendation evaluations often consider a recommendation to be incorrect when the reviewer recommended by the model did not review the change. However, the results from RQ1 suggest that reviewers who are knowledgeable about a system will likely have many changes for which they are the most qualified reviewer. Since they must balance reviewing time with other tasks, reviewers may not be able to participate in the review process of every change for which they are suitable. Thus, relying solely on the reviewer who performed the review as the ground truth may underestimate the value of a reviewer recommendation model. To assess this, we set out to study if the ground truth data for reviewer recommendation systems is too pessimistic.

Approach. Similar to RQ1, we contact the reviewers whose changes had been sampled (see Section III-C). However, unlike RQ1, the changes that we sampled for RQ2 are changes for which the top-ranked reviewer suggested by the recommendation system did not perform the review. As was done for RQ1, we apply an open coding procedure to code the free-form survey results and then perform quantitative and qualitative evaluations of the most commonly occurring themes using correlation analyses and follow-up interviews, respectively.

Results. We contacted 47 reviewers (16 (34%) responded). The responses cover 58 of the targeted 233 changes (25%).

A large proportion of the recommended reviewers that are labelled as “incorrect” would have been comfortable assessing the given change. Table V shows the distribution of the comfort score responses. The mean comfort score for the 58 changes is 3.98. Moreover, 43 of 58 (74%) received a comfort score of 4 or 5. Unfortunately, since our sample size includes 58 instead of 233 changes, with an initial population size of 598 “incorrect” changes and a confidence level of 95%, our confidence interval increases to 10.74%. Nonetheless, the responses still suggest that a large proportion of “incorrect” reviewer recommendations are actually reviewers who would have been comfortable to assess a given change.

The follow-up interviews suggest that reviewers often have reasons other than their comfort level for not performing reviews. Three interviewees (P1, P2, P5) mentioned that they are quite often not able to review all of the changes they wish to due to time constraints. These interviewees emphasized that a review takes a considerable amount of time to perform well and thus, when there are a large number of changes within their area of expertise, they will not be able to review all of them. This suggests that the current approach to building a ground truth for reviewer recommendation is likely overlooking suitable candidates.

The difference in the comfort scores of “correct” and “incorrect” recommendations is not large. Indeed, the difference in mean comfort score between “correct” (RQ1) and “incorrect” (RQ2) cases is 0.47. Moreover, the difference in the proportion of reviews for which the reviewer is comfortable (providing a comfort score of 4 or 5) is only twelve percentage points. An unpaired two-tailed Mann-Whitney U-test comparing the comfort scores in the two groups indicates that there is a statistically significant difference ($p = 0.004$); however, the Cliff’s delta $\delta$ is considered small ($\delta = 0.31$). While these are non-negligible differences, their difference in magnitude is exaggerated in the evaluation of reviewer recommendations, where one case will be considered correct and the other incorrect.

The typical ground truth approaches do not account for the way in which reviews are handled in practice. Four of the six interviewees (P1, P4, P5, P6) mentioned that the choice to review a change is not solely about having complete knowledge of a change’s content. They involve themselves in reviews to force themselves to learn more about the codebase or to steer the evolution of the project. Treating a reviewer as “correct” or “incorrect” may overlook such nuanced reasons for a community member’s participation on a review.

Review size does not share a significant correlation with the comfort score. Similar to RQ1, we find participants often mentioned that size was a determining factor in their comfort level. However, when we measured the correlation between common size heuristics and the reported comfort score, we do not observe any strong quantitative evidence of that relationship. Indeed, the number of lines of code changed by a patch and the comfort score share a negligible, statistically insignificant negative correlation ($\rho = -0.05$, $p = 0.73$). Moreover, the number of files changed and the comfort score share a weak, statistically insignificant negative correlation ($\rho = -0.17$, $p = 0.21$).

Recommended reviewers are often considered incorrect when the suggested reviewer did not perform the review. However, we find that in the majority of such cases, the recommended reviewers were actually quite comfortable to review those changes. Indeed, the difference in the comfort scores of “correct” and “incorrect” recommendations is small.

VI. PRACTICAL IMPLICATIONS
In our estimation, our study has three key implications for researchers in the areas of reviewer recommendation and recommendation systems for software engineering.

A. Reviewer Recommendation

Current evaluation procedures systematically underestimate the performance of reviewer recommendation systems. Our findings indicate that reviewers who performed the review rarely felt uncomfortable with the task (RQ1). This suggests that the common ground truth for reviewer recommendation evaluations (i.e., the reviewers who performed the task) are generally sound. Perhaps more interestingly, our findings also indicate that suggested reviewers who did not perform reviews were rarely uncomfortable with those tasks (RQ2). This suggests that history-based evaluations will underestimate the performance of a reviewer recommendation system, since such cases will be labelled as “incorrect”.

\[ \rho = -0.05, p = 0.73 \]

\[ \rho = -0.17, p = 0.21 \]
Recommending the “correct” reviewer may not be the best way to evaluate reviewer recommendation systems. Our participants pointed out that they participate in reviews for various reasons that do not relate to being the area expert. For example, they use assigned reviews as a forcing function to learn about an area of the codebase (RQ2). While there is a growing literature illustrating the non-technical benefits and challenges of code reviewing practices [4], [6], [7], [33], its impact on reviewer recommendation is not yet fully understood. Indeed, Kovalenko et al. [7], [33], observed that recommended reviewers rarely provide value for the authors of changes. Since we observe that reviewer recommendation systems rarely suggest reviewers who are uncomfortable with the reviewing task (RQ1, RQ2), we believe that identifying the “correct” reviewer is a relatively easy target to achieve—in fact, our data suggests performance in the literature is likely being underestimated. Instead, we recommend that the next goal for reviewer recommendation systems should be to balance the reviewing workload while optimizing for team-based constraints. A recent example of such an approach was explored by Mirsaeeidi and Rigby [28], who propose methods to mitigate turnover risk, i.e., the cost associated with the departure of a team member, by simulating the reassignment of reviewers to different reviewing tasks.

B. Recommendation Systems for Software Engineering

The “status quo” history-based evaluations may not be appropriate. History-based evaluations are almost ubiquitous in evaluating recommendation systems in software engineering. While our findings are specific to the reviewer recommendation problem, we suspect that they could generalize to (at least) most other expert assignment DSRSs. Nonetheless, our findings serve as an existence proof that history-based evaluations are imperfect. Based on our results, we recommend that researchers evaluate the appropriateness of a history-based evaluation using qualitative as well as quantitative evaluations [13], [22] before adopting it.

VII. Threats to Validity

Below, we discuss the threats to the validity of our study.

A. Construct Validity

Threats to construct validity jeopardize the certainty that an operationalization measures what it set out to measure. To conduct our study, we reimplemented two reviewer recommendation approaches. While we believe that they are valid implementations, we did not have access to the original source code and could only implement the systems based on what was described in their respective papers [1], [44]. As a result, it is possible that our reviewer recommendation systems are not exact replicas. On the other hand, our preliminary evaluations achieved performance scores that were similar to those reported in the original papers.

In addition, our sampling procedure for our questionnaire analysis has limitations. First, we chose to limit the number of reviews to which a given contributor was asked to respond. While we took measures to ensure the set of sampled changes meaningfully represents the overall set of reviewed changes, limiting the number of reviews was a hindrance. Second, we only evaluated recommendations from the \( k = 1 \) setting (i.e., quantity of suggested reviewers). While we understand that another \( k \) setting may be more reflective of what is done in the Gerrit community, we selected \( k = 1 \) to avoid overburdening our participants. We verified the influence on the results of the two approaches by testing various \( k \) values for WLRREC and CHREV and found that larger \( k \) values still contained high overlap between the two recommendation systems. Therefore, the \( k = 1 \) setting allowed us to reduce the burden on the community while having a limited impact on the study scope. Furthermore, each unit increase in \( k \) would require 431 more requests for information from reviewers to retain our sample size. These additional requests risked antagonizing the community, potentially reducing our overall response rate. We attempted to mitigate this issue by not only conducting a survey but also conducting developer interviews to get clear insights from the developers. We believe that this decision was warranted as we have been able to achieve a high response rate (41% of reviewers in the optimistic case and 34% in the pessimistic case participated).

In addition, several participants could only respond to a subset of the changes that we selected for them, i.e., 35% of optimistic sampled reviews and 25% of pessimistic sampled reviews received responses. While this did expand our confidence intervals (i.e., \( \pm 5\% \) was expanded to \( \pm 7.03\% \) and 10.74%, respectively), we were still able to compute meaningful estimates. We acknowledge that our sample sizes could have been calibrated to reflect prior software engineering survey response rates. However, we believe that this threat was mitigated by our comparatively high response rate, and because we were still able to compute meaningful estimates from the data that we did obtain.

Finally, we rely on the self-assessments of the comfort levels of our respondents to estimate their suitability for tasks. Since self-assessments may not accurately reflect true ability levels, these values may be skewed.

B. Internal Validity

Threats to internal validity pertain to alternative hypotheses that could also explain the results that we observe. One such threat is that the most experienced reviewers will generally feel comfortable reviewing most changes to the GERRIT code base. We acknowledge this threat and strive to mitigate it by soliciting participation from a broad cross-section of participants with varying expertise levels from within the GERRIT community (see Section III-C).

C. External Validity

Threats to external validity have to do with the generalizability of our conclusions to other contexts. Due to the practical cost of our analysis procedure, we chose to focus our study on one community. We acknowledge that the specific characteristics of the Gerrit community may have influenced
the overall results of the study and thereby affect the generalizability of our conclusions. However, we believe that the findings presented in this paper apply to a diverse selection of developers because our questionnaire participants and interviewees are employed by several organizations including multinationals like Google, Apple, and Ericsson, as well as small to medium-sized enterprises like GerritForge. While they all participate in the GERRIT community, their perspectives are informed by the internal reviewing processes at their employer sites. Nevertheless, replication of our study in the context of other organizations may prove useful.

VIII. CONCLUSION AND FUTURE WORK

Like any system, reviewer recommendation systems require evaluation approaches to understand how well they are able to perform. The most prominent evaluation scheme for recommendation systems in software engineering relies heavily on historical records to act as a ground truth on which to test. This ground truth may lead to incorrectly labelled recommendations, as in the context of reviewer recommendation, reviewers who reviewed past changes may not have been comfortable doing so. In addition, candidates who were well prepared to review a change may not have had the opportunity to do so.

Hence, in this paper, we investigate the following question:

*Is historical data an appropriate benchmark for reviewer recommendation systems?*

Through a case study of the GERRIT community, we find that the answer is no because:

- The current ground truth is overly pessimistic and often mislabels reviewers as incorrect when they would have been comfortable reviewing the change.
- The difference in comfort level of reviewers labelled “correct” and “incorrect” by the original ground truth is small (Mean comfort scores of 4.45 vs 3.98, Mann-Whitney U-test $p = 0.004$, small effect size ($\delta = 0.31$)).

These results suggest that recommending “correct” reviewers may not be a difficult hurdle to clear. This might explain why reviewer recommendations usually do not provide valuable support for developers in commercial settings [24]. However, we do not believe that reviewer recommendation systems are without an application. By pivoting the goal of such recommendation systems away from identifying “correct” reviewers to aiding with other non-technical goals, such as minimizing the workload of the core team or mitigating the risk of knowledge loss [28], we believe that reviewer recommendation systems may find a more useful niche.
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